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 Metaheuristics, as an algorithmic approach is used to solve complex 

optimization problems that are difficult to solve using conventional methods. 

The wide application of metaheuristics demonstrates the flexibility and 

effectiveness of this method in solving multiple optimization problems across 

multiple fields. With the continuous development of technology and the need 

for more efficient solutions, the use of metaheuristics is expected to increase 

in the future. A novel group intelligence technique, called the modified mirage 

algorithm (FATA), is introduced to tackle continuous multitype optimization 

problems. FATA formulates the mirage light filtering (MLF) principle and 

light propagation strategy (LPS) by replicating the mechanism of mirage 

formation. The MLF approach, together with the final integration concept, 

enhances the algorithmic population's exploration capacity within FATA. 

This study presents the application of the lévy flight method to the Fata 

Morgana Algorithm. The proposed method is validated against the original 

Fata Morgana Algorithm. Simulation results demonstrate that the proposed 

method achieves better performance on both unimodal and multimodal 

functions. 

This is an open access article under the CC BY-SA license. 

 

Keywords: 

Fata Morgana Algorithm  

Metaheuristic 

Lévy Flight 

Novel Algorithm 

Artificial Algorithm 

 

1. INTRODUCTION 

Artificial Intelligence, as a discipline within computer science, focuses on developing systems or 

machines capable of performing activities that typically require human intelligence [1]-[3]. These tasks 

encompass logical reasoning, decision-making, problem-solving, pattern detection, natural language 

comprehension, and experiential learning [4][5]. Metaheuristics is versatile optimization techniques employed 

to identify near-optimal solutions for complex problems that standard methods struggle to resolve. 

Metaheuristics do not ensure an ideal result; rather, its strive to identify a satisfactory solution within an 

acceptable timeframe [6]-[8]. 

Metaheuristics have undergone significant development since their introduction as a method for solving 

complex optimization problems that are difficult to solve using conventional techniques [9]-[11]. Challenges 

and future directions for the application of metaheuristics include developing efficient algorithms for large-

scale and high-complexity problems, combining metaheuristics with machine learning techniques to enhance 

algorithm adaptability and performance, and advancing the scientific and computational infrastructure to 

support the development, analysis, and comparison of new metaheuristic approaches[12][13].  

The application of metaheuristics is very diverse and broad. Here are some examples of the application 

of metaheuristics, namely the application of metaheuristics in engineering is used to optimize power generation 

systems, such as in scheduling and load management [14]-[17], the application of metaheuristics in informatics 

is used in recommendation systems, such as in marketplace application recommendation systems [18][19] and 

the application of metaheuristics in other fields is used in route optimization, such as in optimizing goods 

delivery routes [20]-[23]. 

The wide application of metaheuristics demonstrates the flexibility and effectiveness of these methods in 

solving multitype optimization problems across multiple fields [24]-[27]. With the continuous development of 

https://creativecommons.org/licenses/by-sa/4.0/
https://creativecommons.org/licenses/by-sa/4.0/


2  Aditya Prapanca et. al /VUBETA Vol. 2, No. 1 (2025) pp. 1~11 

 

  

technology and the growing demand for more efficient solutions, the use of metaheuristics is expected to 

increase in the future [28]-[31]. The application of hybrid metaheuristics is increasingly popular. The benefits 

of hybrid metaheuristics include improving the efficiency of searching for optimal solutions by combining the 

advantages of multiple algorithms, as well as enhancing the accuracy of the search process by reducing the risk 

of getting trapped in local optima [32]-[39]. Additionally, hybrid metaheuristics can reduce computational time 

by leveraging the search speed of multiple algorithms and can flexibly handle multitype optimization problems. 

This research has a contribution, namely Presenting a combination of the Fata Morgana Algorithm (FATA) 

method with Lévy Flight and validation is applied by comparing the FATA method and the proposed method 

using the benchmark function. 

This article is structured as follows: Section 2 discusses the Fata Morgana Algorithm and Lévy Flight. 

Section 3 delineates the proposed control scheme. Section 4 contains discussions and simulations. The 

conclusion is articulated in the final section. 

 

2. METHOD 

 Metaheuristics, as a general approach or framework, is used to solve complex optimization problems, 

especially when using conventional methods, such as exact algorithms, are inefficient or impractical due to the 

problem's size, complexity, or non-linear nature of the solution [40]-[44]. Metaheuristics do not guarantee a 

globally optimal solution, but aim to find a "good enough" solution in a reasonable time. 

 

2.1.  Fata Morgana Algorithm 

Fata morgana, or known as mirage, is a physical phenomenon that often occurs in nature. The mirage 

phenomenon is formed when light from an object is reflected into an atmosphere that has uneven density, 

namely from a medium that is optically denser to a thinner medium. FATA population search strategy (named 

mirage light filtering principle) is inspired by the light reflected by the boat into the medium. The light 

propagation principle inspires FATA individual search strategy (named light propagation strategy) in the 

medium with inhomogeneous density. These two strategies are the core of FATA (mirage algorithm). FATA 

balances the mirage light filtering principle and the light propagation strategy responsible for the global 

exploration and local exploitation of the algorithm. Therefore, the mirage formation process is fully consistent 

with it, which creates conditions for the proposed Fata Morgana Algorithm [45]. 

 

2.1.1. The mirage light filtering principle 

This section demonstrates the population search strategy of the Fata Morgana Algorithm, which is based 

on the definite integral concept. Two different kinds of light rays are released by the hull during the physical 

process of mirage creation. The first kind of light rays, which do not spread and create a mirage, makes up the 

bulk of light rays. The other kind, known as the mirage light (𝑥), is created when light beams undergo physical 

changes that cause a mirage to develop. The algorithm's ability to identify 𝑥𝑏𝑒𝑠𝑡 in FATA depends on its ability 

to differentiate between the two kinds of light populations. In order to evaluate the various kinds of light 

populations, FATA uses a light population quality evaluation approach founded on the definite integral 

principle. By determining each person's fitness and then adding up all of the fitness values for the population, 

swarm intelligence algorithms assess the quality of the population. A cumulative curve is created when the 

fitness of individuals within a light population is ranked. FATA uses definite integration to assess the curve 

and uses the integral value as a fitness metric to effectively calculate the fitness of various light populations 

(other light, the mirage light). The filtered mirage light population is another name for the mirage light (𝑥) that 

is chosen using the definite integral concept. 

To undertake various search methods, the strategy first determines the population as other light or the 

mirage light depending on the population quality (Eq. (1)). The general quality of the population is referred to 

as population quality. The population quality is represented in the strategy by the integrated area (𝑆) of the 

population fitness function (𝑓(𝑥)). 

 

𝑥𝑖
𝑛𝑒𝑥𝑡 = {

𝐿𝑏 + (𝑈𝑏 − 𝐿𝑏) ∙ 𝑟𝑎𝑛𝑑                                                                               , 𝑟𝑎𝑛𝑑 > 𝑃
𝑥𝑏𝑒𝑠𝑡 + 𝑥𝑖 ∙ 𝑃𝑎𝑟𝑎1                                                          , 𝑟𝑎𝑛𝑑 ≤ 𝑃  𝑎𝑛𝑑  𝑟𝑎𝑛𝑑 < 𝑞

𝑥𝑟𝑎𝑛𝑑 + [0.5 ∙ (𝛼 + 1)(𝑈𝑏 − 𝐿𝑏) − 𝛼𝑥𝑖] ∙ 𝑃𝑎𝑟𝑎2  , 𝑟𝑎𝑛𝑑 ≤ 𝑃  𝑎𝑛𝑑  𝑟𝑎𝑛𝑑 ≥ 𝑞
 

(1) 

(2) 

(3) 

𝑃 =
𝑆 − 𝑆𝑤𝑜𝑟𝑠𝑡

𝑆𝑏𝑒𝑠𝑡 − 𝑆𝑤𝑜𝑟𝑠𝑡
 

(4) 
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𝑞 =
𝑓𝑖𝑡𝑖 − 𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡

𝑓𝑖𝑡𝑏𝑒𝑠𝑡 − 𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡

 (5) 

𝑦 = 𝑓(𝑥) = ∑ 𝑐𝑗𝜑𝑗𝑥

𝑛

𝑗=0

 (6) 

𝑆 = ∫ 𝑓(𝑥)𝑑𝑥 ≈
𝑏 − 𝑎

𝑛
∙ (

𝑦0 + 𝑦1

2
+

𝑦1 + 𝑦2

2
+ ⋯ +

𝑦𝑛−1 + 𝑦𝑛

2
)

𝑏

𝑎

 (7) 

 

where (𝑥) is the light individual. (𝑥𝑖
𝑛𝑒𝑥𝑡) is the new individual. Method 1 demonstrates how the fata morgana 

method uses mirage light filtering. Equations (2-3) represent the first half refraction strategy, the second half 

refraction strategy, and the total internal reflection approach, respectively. In equation (4), (𝑃) represents the 

quality factor of the light population. A lower value of (𝑆) indicates a higher population quality. (𝑆𝑤𝑜𝑟𝑠𝑡) 

indicates the worst population quality. (𝑆𝑏𝑒𝑠𝑡) indicates the best population quality. A bright mirage population 

has a high population quality. In equation (5), (𝑞) represents the individual quality factor. (𝑓𝑖𝑡𝑖) represents the 

fitness of the current individual (𝑥). (𝑓𝑖𝑡𝑤𝑜𝑟𝑠𝑡) represents the fitness of the worst individual. (𝑓𝑖𝑡𝑏𝑒𝑠𝑡) represents 

the fitness of the best individual. Equation (6-7) demonstrates a method to find the area of the population fitness 

curve 𝑓(𝑥)) using the idea of definite integration. The theory of definite integrals uses the concept of limits to 

calculate the area (S) of the integration 𝑓(𝑥)) Equation (6) represents the population fitness function 𝑓(𝑥)). 
 

2.1.2 Principle of light propagation  

The individual search strategy is created by the Fata Morgana Algorithm using trigonometric functions 

and the light propagation principle. Based on the individual quality factor (in Eq. (5)), the algorithm decides 

which of the three strategies—the refraction strategy, the reflection strategy (the second half phase), and the 

reflection strategy (the first half phase) to implement.  

First half phase: light refraction. Figure 1(a) demonstrates how the light 𝑥 changes size and direction as 

it passes through an optically denser medium and into an inhomogeneous density medium in the first half of 

refraction. The angle of refraction (𝑖1) is greater than the angle of incidence (𝑖2). The light individual's 

refraction mechanism is examined in Figure 1(a). The refractive surface is 𝑙𝑒𝑣𝑒𝑙, and the light individual is 𝑥. 

Eq. (8) demonstrates that following the first half of the reflection method, 𝑥𝑛𝑒𝑥𝑡 is a new person. The formulas 

for the approach are found in Equations (8–10). 

 

𝑥𝑛𝑒𝑥𝑡 = 𝑥𝑏𝑒𝑠𝑡 + 𝑥𝑧 (8) 

𝑥𝑧 = 𝑥 ∙ 𝑃𝑎𝑟𝑎1 (9) 

𝑃𝑎𝑟𝑎1 =
𝑠𝑖𝑛 (𝑖1)

𝐶 ∙ 𝑐𝑜𝑠 (𝑖2)
= 𝑡𝑎𝑛 (𝜃) (10) 

 

 
(a) 

 
(b) 

Figure 1.  (a) First refraction process of light (b) Second refraction process of light 
 

Light refraction (the second half phase). At random spots, the light conducts the second half refraction 

phase after completing the first half refraction phase. Figure 1(b) examines the light's second half refraction 

process. Inflection angle 𝑖3 is smaller than refraction angle 𝑖6. Since the material in which light travels have an 

uneven density, the refractive index (𝑃𝑎𝑟𝑎2). Based on random individuals (𝑥𝑟𝑎𝑛𝑑) in the search space, the 

light individual (𝑥𝑓) will create a new individual (𝑥𝑛𝑒𝑥𝑡) in the second half refraction method. The FATA 

strategy formulas are found in Equations (11–13). 
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𝑥𝑛𝑒𝑥𝑡 = 𝑥𝑟𝑎𝑛𝑑 + 𝑥𝑠 (11) 

𝑥𝑠 = 𝑥𝑓 ∙ 𝑃𝑎𝑟𝑎2 (12) 

𝑃𝑎𝑟𝑎2 =
𝑐𝑜𝑠(𝑖5)

𝐶 ∙ 𝑠𝑖𝑛 (𝑖6)
=

1

𝑡𝑎𝑛 (𝜃)
 (13) 

 

The second half refraction strategy's refraction step is called 𝑥𝑠. A random member of the population is 𝑥𝑟𝑎𝑛𝑑. 

The second refraction ratio is 𝑃𝑎𝑟𝑎2. As the number of repetitions increases, the value of 𝑃𝑎𝑟𝑎1 in Figure 2(a) 

progressively approaches zero after fluctuating arbitrarily between -2 and 2. The value of 𝑃𝑎𝑟𝑎2 fluctuates 

randomly between [-150,150] in Figure 2(b) and progressively rises as the number of repetitions increases. 

Figure 9 demonstrates that both parameters have comparatively high values and standardized to make 𝑃𝑎𝑟𝑎1 

and 𝑃𝑎𝑟𝑎2 more uniform. The two parameters are scaled to the interval,0,1- by the technique. The capacity to 

escape the local optimum is enhanced by the significant oscillation of 𝑃𝑎𝑟𝑎2 at the last stage of the Fata 

Morgana Algorithm. 
 

 
(a) 

 
(b) 

Figure 2. (a)Trends of 𝑃𝑎𝑟𝑎1 (b) Trends of 𝑃𝑎𝑟𝑎2 
 

Total internal reflection of light. The last stage of light transmission that contributes to the production of the 

mirage phenomena is the total internal reflection phase. This is since light experiences complete internal 

reflection in the material with an uneven density as the refraction angle rises. The FATA populace explores in 

the opposite direction as a result of the whole internal reflection technique. The process of light reflection is 

examined in Figure 3. The angle of reflection, 𝑖6, is equal to the angle of incidence, 𝑖5. The centre point of the 

interval ([𝑈𝑏 , 𝐿𝑏]) in the figure is represented by 𝑂(𝑥0, 0). The incident and refracted light distances to the 

horizontal plane are denoted by 𝐸 and 𝐹, respectively. To find the goal in the other direction, the method 

changes the bright individual (𝑥) into the individual (𝑥𝑛𝑒𝑥𝑡). The formulas for the Fata Morgana Algorithm's 

strategy are found in equations (14–17). 
 

𝑥𝑛𝑒𝑥𝑡 = 𝑥𝑓 = 0.5 ∙ (α + 1)(𝑈𝑏 + 𝐿𝑏) − α𝑥 (14) 

α =
𝐹

𝐸
 (15) 

𝑥0 − 𝑥𝑓 =
𝐹 ∙ (𝑥 − 𝑥0)

𝐸
 (16) 

𝑥0 =
𝑈𝑏 − 𝐿𝑏

2
+ 𝐿𝑏 =

𝑈𝑏 + 𝐿𝑏

2
 (17) 

 

The whole internal reflection method reflects the individual, 𝑥𝑓. is the strategy for reflection's reflectivity. 

regulates the light individual's change pattern. α ∈ [0,1], crosses the barrier when is bigger than 1. The 

particular position's upper limit is denoted by 𝑈𝑏. 𝐿𝑏 refers to the specific position's lower limit. 
 

2.2.  Lévy flight optimization 

Lévy flight is a specific category of general random walks characterised by stride lengths determined by 

a heavy-tailed probability distribution and be able to characterise all scale-invariant stochastic processes. Lévy 

flight is a random walk pattern that has a step size characteristic that follows the Lévy flight distribution. This 

distribution is a probability distribution with a long tail (heavy-tailed distribution). This characteristic makes 

Lévy flight have a combination of short steps for local exploration and long steps for global exploration. Its 
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function is to enhance the algorithm's ability to find optimal solutions. Lévy flight helps the algorithm escape 

the local optima trap and find a global solution. Lévy flight is an important concept in optimization and natural 

behaviour modelling because of its ability to balance local and global exploration through a probability 

distribution that has a long tail. 
 

𝐿(𝑋𝑗) ≈ |𝑋𝑗|
1−𝛼

     (18) 
 

Where 𝑋𝑗 is the flight length, and 1 < 𝛼 ≤ 2 is the exponential power. The integral form of the probability 

density for the Lévy flight stable process is specified as Eq. (19). 
 

𝑓𝐿(𝑥; 𝛼, 𝛾) =
1

𝜋
∫ 𝑒𝑥𝑝(−𝛾𝑞𝛼) cos  (𝑞𝑥)

∞

0
 𝑑𝑞       (19) 

 

Where α is the distribution index and controls the scale properties of the process while 𝛾 selects the scale units. 

Integrals in Eq. (19) have an analytical solution only in some cases. When 𝛼 equals 2, it represents a Gaussian 

distribution and when 𝛼 equals 1, it represents a Cauchy distribution. The solution to the integral in Eq. (19) 

generally requires the use of the series expansion method only when x has very large values as Eq. (20): 
 

𝑓𝐿(𝑥; 𝛼, 𝛾) =
𝛾Γ(1+𝛼) sin(

𝛼𝜋

2
)

𝜋𝑋(1+𝛼)  , 𝑥 → ∞   (20) 

 

Where Γ is Gamma function. Mantegna proposed an accurate and fast algorithm to generate stable Lévy flight 

processes for absolute values of the index distribution (𝛼) ranging between 0.3 and 1.99. Mantegna's method 

for random number generation is based on the Lévy flight distribution in Eq.21 
 

𝐿𝑒𝑣𝑦(𝛼) = 0.05 ×
𝑥

|𝑦|1/𝛼   (21) 

 

𝑥 = 𝑁𝑜𝑟𝑚𝑎𝑙 (0, 𝜎𝑥
2)   (22) 

 

𝑦 = 𝑁𝑜𝑟𝑚𝑎𝑙 (0, 𝜎𝑥
2)   (23) 

 

𝜎𝑥   = [
Γ(1+𝛼) sin(

𝛼𝜋

2
)

Γ(
(1+𝛼)

2
)𝛼 2

(𝛼−1)
2

] 1/𝛼 𝑎𝑛𝑑 𝜎𝑥  = 1 dan 𝛼 = 1.5    (24) 

 

Where 𝑥 and 𝑦 are two normally distributed variables with standard deviations 𝜎𝑥 and 𝜎𝑦. The Lévy flight 

algorithm is employed as a search tool for optimisation purposes. 

 

3. Proposed Method 

Modified FATA (MFATA) algorithm is proposed to enhance exploration, prevent local optima, enhance 

exploitation, and facilitate convergence of FATA. The proposed approach integrates FATA with Lévy flight 

optimization. Lévy flight optimization enhances the diversification of search agents, allowing the algorithm to 

explore the search space efficiently and minimize local avoidance. Lévy flight trajectories facilitate a more 

effective transition from exploration to exploitation in FATA. Consequently, Lévy flight trajectories are used 

to revise positions after position updates. The proposed method is to modify Eq. 4 by adding Eq. 21 to Eq. 25.  

 

𝑃 =
(𝑆 − 𝑆𝑤𝑜𝑟𝑠𝑡) ∗ 𝐿𝑒𝑣𝑦(𝛼)

𝑆𝑏𝑒𝑠𝑡 − 𝑆𝑤𝑜𝑟𝑠𝑡

 (25) 

Algorithm 1: Pseudocode of Modified Fata Morgana Algorithm 

Input: parameters 𝑛, 𝑑, 𝑀𝑎𝑥𝐹𝐸𝑠; 

Output: best Individual; 

Initialization parameters 𝑃𝑎𝑟𝑎1, 𝑃𝑎𝑟𝑎2, α; 

Initialize a population 𝑥 of size 𝑛; 

Calculate the fitness of each individual; 

While (𝐹𝐸𝑠 ≤ 𝑀𝑎𝑥𝐹𝐸𝑠) 

update 𝑏𝑒𝑠𝑡 𝑓𝑖𝑡𝑛𝑒𝑠𝑠,  𝑥𝑏𝑒𝑠𝑡; 

Calculate weights 𝑃 by Eq. (25); 

Calculate 𝑃𝑎𝑟𝑎1 and 𝑃𝑎𝑟𝑎2 by Eq. (10) and Eq. (17); 

For 𝑖 = 1 : 𝑛 

Execute Algorithm 1 to realize the mirage light filtering principle; 
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If 𝑎𝑛𝑑 > 𝑃 

the light population performs Eq. (1) to initialize the population randomly; 

Else 

If 𝑟𝑎𝑛𝑑 < 𝑞 

Update the individual  𝑥𝑖 by Eq. (8) according to the first half light refraction strategy; 

Else 

Update the individual  𝑥𝑖 by Eq. (11) according to the second half light refraction strategy; 

Update the individual  𝑥𝑖 by Eq. (14) according to the light total internal reflection strategy. 

End If 

End If 

End For 

𝑡 = 𝑡 + 1; 

End While 

Return the best individual  𝑥𝑏𝑒𝑠𝑡; 

 

4. RESULTS AND DISCUSSION 

The outcomes of the suggested MFATA methodology are juxtaposed with the results of FATA 

approaches. This study assesses the efficacy of MFATA through benchmark functions. Initially, it is essential 

to evaluate 23 CEC2017 benchmark functions. Functions F1 through F7 are defined as unimodal. Functions 

F8 to F13 exhibit multimodality. F14–F23 denote fixed-dimensional multimodal functions expressed by 

mathematical equations. The simulations are executed using the MATLAB/Simulink software. Figure 3 

illustrates the comparison of benchmark function outcomes utilising the FATA technique. 

Statistical analysis is presented on the performance of the MFATA algorithm and competitors to 

determine whether MFATA has a significant statistical advantage or not. By knowing the rank of each function, 

the average rank value for each algorithm is obtained. Table 1 demonstrates the statistical analysis of each 

function. Rank is a number that indicates the best average value. Table 2 is a comparison of the unimodal 

function ranks of the algorithms. MFATA on multimodal has a rank of 1. The comparison of the multimodal 

function ranks of all algorithms used able to be seen in Table 3. The MFATA rank value is 1. In Table 4, the 

comparison of the fixed multimodal rank of MFATA is 2. The comparison and distribution characteristics of 

the solutions of each algorithm when solving 23 CEC2017 benchmark functions are shown in Figure 3 and 

Figure 4.  

 
(a) 

 
(b) 

 
(c) 

 
(d)

 
(g) 

 
(e) 

 
(h) 

 
(f) 

 
(i) 

Figure 3. The convergence curve of benchmark function: (a) F1, (b) F2, (c) F3, (d) F4, (e) F5, (f) F6,(g) 

F7, (h) F8, (i) F9 
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Figure 4. The convergence curve of benchmark function: (j) F10, (k) F11, (l) F12, (m) F13, (n) F14, (o) F15, 

(p) F16, (q) F17, (r) F18, (s) F19, (t) F20, (u)F21, (v) F22, (w) F23. 

 

 

 

 

 

   

 
(j) 

 
(k) 

 
(l) 

 
(m) 

 
(n) 

 
(o) 

 
(p) 

 
(q) 

 
(r) 

 
(s) 

 
(t) 

 
(u) 

 

(v) 

 

(w) 
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Table. 1 Comparison of MFATA and other algorithms  

Table 1. Comparison of MFATA and other algorithms (continued) 

Function   FATA MFATA 

F13 

Best 0.009608 0.016478 
Mean 1.6352 2.054 
Worst 2.9927 2.9988 
Std 1.0351 1.1895 
Rank 1 2 

F14 

Best 9.98E-01 9.98E-01 
Mean 5.61E+00 5.74E+00 
Worst 1.58E+01 1.40E+01 
Std 4.84E+00 4.72E+00 
Rank 1 2 

F15 

Best 3.12E-04 1.08E-03 
Mean 1.93E-03 9.49E-03 
Worst 2.43E-02 3.85E-02 
Std 4.14E-03 9.32E-03 
Rank 1 2 

F16 

Best -1.03E+00 -1.03E+00 
Mean -6.70E-01 -7.56E-01 
Worst 2.66E-02 4.78E-02 
Std 4.05E-01 3.28E-01 
Rank 1 2 

F17 

Best 4.08E-01 4.03E-01 
Mean 2.03E+00 1.91E+00 
Worst 7.52E+00 8.70E+00 
Std 1.74E+00 1.84E+00 
Rank 2 1 

F18 

Best 3.28E+00 3.3036 
Mean 19.2897 19.4225 
Worst 98.2178 48.5131 
Std 19.4655 12.6027 
Rank 1 2 

F19 

Best -3.8593 -3.8542 
Mean -3.7011 -3.4574 
Worst -2.9833 -2.9009 
Std 0.15766 0.24922 
Rank 1 2 

F20 

Best -3.1379 -2.6501 
Mean -2.7215 -1.9501 
Worst -1.9873 -1.2252 
Std 0.30935 0.39139 
Rank 2 1 

F21 

Best -10.1521 -10.1224 
Mean -4.8859 -5.5112 
Worst -1.3141 -1.4864 
Std 2.5397 2.5828 
Rank 1 2 

F22 

Best -10.3551 -10.3698 
Mean -5.0738 -5.133 
Worst -1.2709 -2.04 
Std 2.6696 2.2495 
Rank 2 1 

F23 

Best -10.3424 -10.5251 
Mean -4.8966 -5.9417 
Worst -1.7757 -1.5863 
Std 2.3916 2.6635 
Rank 1 2 

 

 

 

 

Table 1. Rank comparison of unimodal functions between algorithms (F1-F7) 

Function FATA MFATA 

Sum rank 12 9 

Mean rank 1.714285714 1.285714286 

Total rank 2 1 

 
Table 2. Rank comparison of multimodal functions between algorithms (F8-F13) 

Function FATA MFATA 

Sum rank 9 8 

Mean rank 1.5 1.333333333 

Total rank 2 1 

 

Function  FATA MFATA 

F1 

Best 9.63E-35 1.94E-59 

Mean 2.50E-31 1.62E-52 

Worst 3.80E-30 4.49E-51 

Std 7.20E-31 8.07E-52 

Rank 2 1 

F2 

Best 1.53E-15 4.58E-29 

Mean 1.04E-13 2.35E-22 

Worst 1.86E-12 8.06E-21 

Std 3.28E-13 1.21E-21 

Rank 2 1 

F3 

Best 5.47E-21 3.51E-51 

Mean 5.53E-10 1.66E-21 

Worst 2.45E-08 8.23E-20 

Std 3.47E-09 1.16E-20 

Rank 2 1 

F4 

Best 3.72E-15 2.32E-30 

Mean 1.15E-13 7.85E-30 

Worst 6.11E-13 2.36E-29 

Std 1.24E-13 4.73E-30 

Rank 2 1 

F5 

Best 0.012052 0.14252 

Mean 25.2336 25.6936 

Worst 53.0044 28.985 

Std 11.157 8.337 

Rank 1 2 

F6 

Best 0.025312 0.001028 

Mean 3.9432 5.4544 

Worst 5.8778 7.2745 

Std 1.6542 2.3763 

Rank 1 2 

F7 

Best 2.16E-05 2.64E-07 

Mean 0.001115 0.000817 

Worst 0.003381 0.003129 

Std 0.000919 0.000829 

Rank 2 1 

F8 

Best -1.26E+04 -1.26E+04 

Mean -1.26E+04 -1.26E+04 

Worst -1.25E+04 -1.25E+04 

Std 1.03E+01 8.96E+00 

Rank 2 1 

F9 

Best 0.00E+00 0.00E+00 

Mean 2.52E-02 0.00E+00 

Worst 5.00E-01 0.00E+00 

Std 8.86E-02 0.00E+00 

Rank 2 1 

F10 

Best 8.88E-16 8.88E-16 

Mean 3.02E-15 8.88E-16 

Worst 7.99E-15 8.88E-16 

Std 2.03E-15 0.00E+00 

Rank 2 1 

F11 

Best 0.00E+00 0.00E+00 

Mean 0.00E+00 0.00E+00 

Worst 0.00E+00 0.00E+00 

Std 0.00E+00 0.00E+00 

Rank 1 1 

F12 

Best 1.48E-05 0.012409 

Mean 0.25134 0.72872 

Worst 0.62961 1.4039 

Std 0.2301 0.49484 

Rank 1 2 
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Table 3. Rank comparison of fixed-multimodal functions between algorithms (F14-F23) 

Function FATA MFATA 

Sum rank 13 17 

Mean rank 1.3 1.7 

Total rank 1 2 

 

5. CONCLUSION AND LIMITATION  
A novel group intelligence method, termed the modified mirage algorithm (FATA), is presented to address 

continuous multi-type optimization challenges. FATA develops the mirage light filtering principle (MLF) and light 

propagation strategy (LPS) by emulating the process of mirage creation. The MLF technique, in conjunction with the 

definitive integration principle, enhances the algorithmic population's exploration capability within FATA. The LPS 

method, in conjunction with the trigonometric principle, enhances the algorithmic individual's convergence speed and 

exploitation capability. These two search algorithms can optimize the utilization of the FATA population and enhance 

individual search capabilities. This research introduces a modified FATA optimization Levy Flight, termed MFATA. 

MFATA is evaluated against other competitive optimizers using 23 benchmark functions and the IEEE CEC 2017 to assess 

its optimization capability. This study is specifically crafted for qualitative analysis, competency analysis of exploration 

and exploitation, avoidance analysis of local best solutions, and thorough comparative experiments. The experimental 

findings demonstrate the comprehensiveness and competitiveness of MFATA in addressing functions. 
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