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 Heart disease is a leading cause of mortality worldwide, characterized by the 

buildup of plaque in the arteries, which can lead to severe cardiovascular 

complications. Predicting heart disease is complex due to the need to analyze 

multiple risk factors, such as age, cholesterol, and blood pressure. This study 

develops a predictive model for early heart disease detection using data 

mining techniques to enhance timely and accurate diagnosis. The model 

combines multiple machine learning timely and accurate diagnosis. The 

model combines multiple machine learning algorithms, including Random 

Forest, Support Vector Machine, and a hybrid ensemble approach to improve 

prediction accuracy and reliability. The methodology follows five phases: 

data collection, data pre-processing, feature extraction, model construction, 

and model evaluation. Data was gathered from publicly available health 

repositories, preprocessed to remove missing values and irrelevant 

information, and subjected to feature extraction techniques to identify 

influential predictors. The hybrid model was trained and tested using an 80:20 

data split and evaluated against various classification algorithms. It achieved 

an accuracy of 97.56%, precision of 98.04%, and recall of 97.09%, 

outperforming individual models. These results highlight the effectiveness of 

the hybrid approach in supporting early interventionfor heart disease, 

particularly in healthcare settings with limited diagnostic resources. This 

study demonstrates that advanced data mining techniques provide a viable 

solution for improving patient outcomes through the early detection of heart 

disease. 

This is an open access article under the CC BY-SA license. 
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1. INTRODUCTION  

Heart disease is a leading cause of death worldwide, and early detection is crucial for effective treatment. 

The rate at which people are suffering from heart disease is increasing geometrically due to the unhealthy 

lifestyle many people have adopted [1][2]. Heart failure often results from heart disease and may cause 

breathlessness when the heart becomes too weak to pump blood effectively [3][4]. In some cases, especially 

among older adults and individuals with diabetes, heart conditions can occur without noticeable symptoms. 

Congenital heart disease includes a variety of conditions, typically presenting symptoms such as excessive 

sweating, fatigue, rapid heartbeat, breathlessness, and chest pain [5]-[8]. These signs may not appear until 

adolescence, making diagnosis challenging and requiring significant expertise. Early detection of heart disease 

or the risk of a heart attack enables patients to adopt preventive measures and manage their condition more 

effectively. With advancements in healthcare, large volumes of patient data, including diagnostic reports, are 

being analyzed globally to predict heart attacks. Machine learning techniques are particularly valuable in 

processing and analyzing this extensive data to enhance the understanding and prevention of heart-related 

conditions. Technological advancements have significantly improved various aspects of life, including the 

early detection of heart diseases. Over the past decades, improved methods for data acquisition have been 

introduced, enabling precise sensing, collection, recording, and analysis of patients' physical conditions. 
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Machine learning (ML) enables systems to acquire knowledge and improve based on experience 

autonomously, without requiring human intervention or reasoning [9].  

These self-learning machines, called artificial intelligence, are categorized into supervised, unsupervised, semi-

supervised, and reinforcement learning [10]. Supervised learning algorithms identify relationships and 

dependencies between input features and target outputs, allowing them to predict outcomes for new data based 

on the patterns learned from existing datasets [11]. In contrast, unsupervised learning involves training models 

with unlabeled data [12]. Semi-supervised learning combines labeled and unlabeled data, placing it between 

supervised and unsupervised approaches [13]. Reinforcement learning algorithms engage with their 

environment, performing actions and using the feedback received as rewards or errors to optimize behavior. 

This approach enables machines and software agents to autonomously determine the best course of action 

within a given context to enhance performance [10][14]. 

Predicting heart disease is a challenging and time-consuming process that often relies on the experience 

and expertise of doctors, along with medical tests. However, the large number of heart patients across hospitals 

worldwide provides valuable data that can be analyzed using data mining techniques. By identifying patterns 

and trends within this data, these techniques can help medical professionals better understand heart disease, 

improve diagnosis accuracy, and make more informed treatment decisions. This approach supports doctors' 

work and enhances their knowledge about heart disease, leading to better healthcare outcomes [15][16]. 

Data mining involves gathering necessary information from records to help with future predictions or 

making decisions. It is uncovering hidden patterns or valuable information from extensive data collections, 

often stored in databases or warehouses. It plays an essential role across many industries, such as finance, 

education, and healthcare, by helping organizations analyze vast amounts of data. This analysis supports better 

decision-making, improves efficiency, and leads to more effective outcomes. Many organizations rely on data 

mining to gain insights to shape strategies and achieve long-term goals [17]. 

In data science, Machine Learning is a key approach for deriving knowledge from prior research 

experiences and addressing challenges that traditional methods often struggle to resolve [18][19]. It involves 

creating models to analyze data patterns and produce reliable and accurate predictions. During the training 

phase, Machine Learning algorithms use data samples to learn foundational patterns, resulting in an automatic 

framework suitable for static and dynamic datasets. This framework typically splits data into training and 

testing sets, where the training data helps build the model, and the testing data evaluates its accuracy. 

Depending on the task, the model may employ classification or clustering techniques to process inputs like text 

or images and generate outcomes such as predictions or categorizations. Machine Learning has practical 

applications in various fields, including healthcare, where it is used to classify and predict cardiovascular 

diseases. For instance, it can automatically identify patients at high or low risk, enhancing early diagnosis and 

treatment planning. Machine Learning, while advantageous, encounters significant challenges, such as 

managing datasets with numerous variables. This issue, commonly known as the curse of dimensionality, arises 

when the vast quantity of data becomes too complex to analyze or interpret effectively [20]-[22]. 

Cardiovascular diseases (CVDs) were responsible for approximately 17.9 million deaths globally in 2019, 

accounting for 32% of all fatalities worldwide. Among these, 85% resulted from heart attacks and strokes. 

More than three-quarters of CVD-related deaths occurred in low and middle-income nations. Additionally, of 

the 17 million premature deaths (under 70 years) attributed to non-communicable diseases in 2019, CVDs 

accounted for 38% [23][24]. 

Cardiovascular diseases are hazardous and can lead to several health complications and even death, 

making early detection a critical challenge [25]-[27]. Timely identification of heart disease can significantly 

reduce mortality rates and prevent severe complications such as chest pain, shortness of breath, heart attacks, 

heart failure, and strokes. Given these risks, developing a reliable predictive model for early diagnosis is 

essential. This study leverages several classification techniques to create a high-accuracy heart disease 

detection model. Support Vector Machine (SVM) and Random Forest have proven particularly effective among 

these. SVM is advantageous for heart disease prediction because it can handle high-dimensional data and 

effectively separate classes using a hyperplane, making it robust even with limited datasets. Its use of kernel 

functions allows for flexible decision boundaries, improving classification accuracy [28]-[30]. On the other 

hand, Random Forest is highly effective due to its ensemble learning approach, which combines multiple 

decision trees to reduce overfitting and enhance predictive stability. Aggregating the outputs of numerous trees 

provides a more generalized model, making it well-suited for medical diagnosis where variability in patient 

data is common [31]-[33]. This research introduces a Machine Learning model designed to determine the 

likelihood of heart disease based on various medical factors. The model is trained using a patient information 

dataset, including attributes such as age, blood pressure, and cholesterol levels. Its goal is to provide accurate 

predictions to facilitate early diagnosis and treatment, proving valuable in the timely detection of heart 

conditions. 
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The structure of this article is as follows: Dataset loading and description, data preprocessing, Feature 

extraction, Model construction, Model evaluation, and Architecture of the developed system are explained in 

Section 2. Section 3 is comprehensive theoretical basis. In Section 4 there are discussions and simulations. The 

conclusion is presented in the last section. 

 

2. METHOD  

Developing and implementing an early prediction system for heart disease using data mining techniques 

was executed through five primary stages: dataset loading and description, data preprocessing, feature 

extraction, model construction, and model evaluation. The detailed methodology for creating and implementing 

the early heart disease prediction system is outlined below. 

 

2.1. Dataset loading and description 

Historical data is necessary for Machine Learning models to function. The Cleveland dataset from the 

UCI Machine Learning Repository was chosen due to its comprehensive medical attributes that are crucial for 

heart disease prediction, such as age, sex, chest pain type (cp), resting blood pressure (trestbps), serum 

cholesterol (chol), fasting blood sugar (fbs), resting electrocardiographic results (restecg), maximum heart rate 

achieved (thalach), exercise-induced angina (exang), ST depression induced by exercise (oldpeak), the slope 

of the peak exercise ST segment (slope), number of major vessels colored by fluoroscopy (ca), thalassemia 

(thal), and the target variable indicating the presence or absence of heart disease. This study leveraged the 

Cleveland dataset to implement the proposed model. The dataset is accessible on 

“https://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset.” The dataset comprises 14 features, as 

shown in Figure 1, with details about the individual features described in Table 1. 

 

 
 

Figure 1. Instantaneous sample of the dataset 

  

2.2. Data preprocessing 

The dataset underwent a series of preprocessing steps to ensure optimal model performance [34][35]. First, 

the dataset was split into features (independent variables) and the target (dependent variables). Gaussian noise 

was added to numerical features to improve the robustness of models against noise and variability. The dataset 

was then divided into training and testing sets using an 80-20 split to allow for model evaluation on unseen 

data. Next, missing values were handled using mean imputation for numerical features and mode imputation 

for categorical features. Categorical variables were encoded using one-hot encoding to convert them into a 

format suitable for machine learning models. To ensure consistency and enhance performance for algorithms 

sensitive to feature scaling, such as K-Nearest Neighbors (KNN) and Support Vector Machines (SVM), feature 

normalization was performed using a StandardScaler, which transforms features to have a mean of zero and a 

http://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset
http://www.kaggle.com/datasets/johnsmith88/heart-disease-dataset
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standard deviation of one. These preprocessing steps helped prepare the dataset for practical model training 

and evaluation. 

Table 1. Overview of dataset features 
S/N Attribute Description Values 

1 Age Represents the age of the individual in years. - 

2 Sex Denotes the gender of the individual. Female (0), Male (1) 

3 CP Type of chest pain experienced. Typical angina (0), 

Atypical angina (1), 

Non-anginal   pain  (2), 

Asymptomatic (3) 

4 Trestbps Resting blood pressure in mm Hg. 130-140 mm Hg 

5 Chol Serum cholesterol levels in mg/dl. Ranges between 126 

and 564 mg/dl 

6 Fbs Fasting blood sugar levels. >120 mg/dl (True = 1, 

False = 0) 

7 Restecg Results of resting electrocardiogram. Normal (0), ST-T wave abnormality (1), Left ventricular 

hypertrophy (2) 

8 Thalach Maximum heart rate achieved. 71 to 202 

9 Exang Indicates exercise-induced angina. Yes (1), No (0) 

10 Oldpeak ST depression caused by exercise relative to rest. Values range from 0 to 6.2 

11 Slope Slope of the peak exercise ST segment. Upsloping (1), Flat (2), 

Downsloping (3) 

12 Ca Number of major vessels obstructed as observed in 

fluoroscopy. 

0 to 3 

13 Thal Type of defect observed. Normal (3), Fixed 

defect   (6),  Reversible 

defect (7) 

14 Target Target variable indicating the presence of disease. Yes (1), No (0) 

 

2.3. Feature extraction 

Feature extraction was crucial in simplifying the dataset while retaining the most meaningful information 

for model training. Feature extraction helped improve model performance, enhance interpretability, and 

decrease computational complexity by reducing dimensionality [36][37]. This research utilized Recursive 

Feature Elimination (RFE) with a Random Forest Classifier to identify the most significant features. RFE 

operates iteratively, eliminating the least relevant features while constructing models to assess and rank feature 

importance. This study applied RFE by first training a Random Forest model on the full dataset, evaluating 

feature importance scores, and recursively removing the least essential features until the optimal subset was 

identified. Random Forest was chosen as the base estimator due to its ability to handle high-dimensional data, 

robustness to overfitting, and built-in feature importance ranking. Through this process, 13 critical features 

were selected, significantly influencing the prediction task. These identified features were compiled into a new 

DataFrame for streamlined management and application in later analytical stages. By Focusing on the most 

essential features, the model achieved better accuracy and efficiency while reducing computational demands. 

 

2.4. Model construction 

In prior research, multiple machine learning algorithms were evaluated to identify the most suitable model, 

as no single classifier could consistently deliver optimal performance without experimentation. This limitation 

arises from variations in the learning mechanisms of different ML algorithms. Consequently, several machine 

learning models were designed and tuned to analyze data efficiently. The models utilized included Random 

Forest, Decision Tree, K-Nearest Neighbors (KNN), Support Vector Machine (SVM), XGBoost (XGB), 

Logistic Regression, and Gradient Boosting. These models were selected based on their unique strengths. 

Random Forest and Decision Tree are robust for handling non-linear relationships and missing data, while KNN 

is effective for classification tasks with well-separated data. SVM is known for its high accuracy in high-

dimensional spaces. XGBoost and Gradient Boosting offer strong predictive performance through boosting 

techniques, and Logistic Regression provides interpretability in binary classification problems. To further 

enhance predictive accuracy, a Voting Classifier was implemented as an ensemble method, integrating the 

outputs of Random Forest, SVM, and XGB. The rationale for this approach lies in leveraging the 

complementary strengths of these models—Random Forest’s ability to reduce overfitting, SVM’s effectiveness 

in high-dimensional spaces, and XGB’s powerful feature selection and handling of complex patterns. By 
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combining these models, the ensemble aimed to improve overall performance and reduce individual model 

biases. Before applying the algorithms, the dataset was partitioned into training and testing sets in an 80:20 

ratio. This split was chosen to balance training the models effectively and reserving sufficient data for 

evaluation. An 80% training set ensures that the models learn from a substantial portion of the data, improving 

generalization. The 20% test set provides an adequate sample size for assessing the models’ performance 

without excessive data leakage. 

 

2.5. Model evaluation 

After training, the performance of each model was thoroughly evaluated to determine how well it predicted 

outcomes. Metrics such as accuracy, precision, recall, and F1-score were calculated, as each plays a crucial 

role in assessing the model’s effectiveness [38]-[40]. Accuracy provides an overall measure of correct 

predictions. At the same time, precision and recall highlight the balance between false positives and false 

negatives, which is critical in applications where misclassification can have significant consequences. The F1-

score, a harmonic mean of precision and recall, ensures a balanced evaluation, especially for imbalanced 

datasets. The ROC-AUC score was also used to assess the models’ ability to distinguish between classes by 

measuring how well they rank positive instances higher than negative ones. To gain deeper insights into the 

models’ performance, confusion matrices were generated to visualize the distribution of correct and incorrect 

predictions, making it easier to identify common misclassification patterns. A soft voting approach was 

employed for the hybrid model, which combined the probability outputs of individual models in the ensemble 

to make final predictions. This method improved the system's overall reliability by integrating multiple 

perspectives from different models, reducing bias, and enhancing predictive stability. These evaluation tools 

are essential in determining how well a model performs and understanding its limitations, guiding 

improvements, and ensuring its suitability for real-world applications. 

 

2.6. Architecture of the developed system 

The developed system architecture, shown in Figure 2, consists of five major phases: data collection, data 

pre-processing, feature extraction or selection, model construction or formulation, and model evaluation. Each 

phase plays a crucial role in ensuring the accuracy and efficiency of the final predictive model. The process 

begins with the data collection phase, where essential medical parameters such as cholesterol, blood pressure, 

maximum heart rate achieved, and chest pain are gathered. These variables form the foundation for training 

and testing the model. Next, the data pre-processing phase refines the dataset to ensure consistency and 

reliability. This involves techniques such as filtration, tokenization, and stop-word removal to eliminate 

anomalies and standardize the data, making it suitable for analysis. Following this, the feature extraction and 

selection phase identifies the most relevant features from the dataset. The system employs Recursive Feature 

Elimination (RFE) with a Random Forest Classifier, systematically removing less significant features to retain 

the 13 most relevant ones. This step enhances model performance by reducing complexity while preserving 

essential predictive information. Different machine learning algorithms are trained and tested in the model 

construction phase to determine the most effective model for predicting heart disease risk. This phase is critical, 

as selecting the best-performing algorithm ensures optimal accuracy and generalization to unseen data. Finally, 

the model evaluation phase assesses the model’s performance using various evaluations. The system ensures 

a structured and systematic approach to heart disease prediction, where each phase contributes to the overall 

accuracy and reliability of the final model. 

 

 

Figure 2. System architectu 
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3. COMPREHENSIVE THEORETICAL BASIS 

3.1. Heart diseases 

Heart diseases rank among the top causes of death globally, mainly due to factors like smoking, unhealthy 

eating habits, obesity, lack of physical activity, high blood pressure, diabetes, and abnormal cholesterol levels. 

Managing these factors is crucial for lowering the chances of heart-related issues. Recent patterns show that 

heart disease and stroke are leading causes of death, especially in low- and middle-income nations such as 

Nigeria. Furthermore, the death rate from these illnesses is significantly higher in women than in men [41]. 

Cardiovascular disease (CVD) continues to be a significant public health concern and is one of the leading 

causes of death globally. It includes a range of conditions such as atherosclerosis, stroke, heart failure, irregular 

heartbeats, heart valve problems, chest pain, and heart muscle disorders. Developing countries have 

experienced a noticeable increase in CVD cases and related risk factors, with younger people being more 

affected compared to developed nations. This trend is often linked to limited awareness and insufficient 

preventive measures, which are further worsened by widespread poverty in these regions [42]. CVD poses a 

significant health threat in sub-Saharan Africa, accounting for over one-fifth of deaths and 7% of disability- 

adjusted life years in the region. In Nigeria, the prevalence of CVD has been increasing, driven by rapid 

urbanization and the adoption of westernized lifestyles, which now contribute to 11% of deaths nationwide. 

This rising challenge is associated with factors such as poor dietary habits, insufficient physical activity, 

tobacco consumption, and socioeconomic issues, including financial difficulties and stress at both individual 

and national levels. According to the World Health Organization, the impact of CVD is projected to grow 

further. It is anticipated to overtake infectious diseases as the leading health concern in developing nations by 

2030 [43]. Congenital heart disease (CHD) refers to a range of heart defects that occur from birth, affecting the 

heart's structure and function. These defects vary in severity, from minor conditions with little impact on health 

to complex abnormalities needing urgent medical care. Diagnosing CHD can be difficult due to the wide 

variation in symptoms, which depend on the type and severity of the defect. Key diagnostic methods include 

assessing family history, conducting physical examinations, and using diagnostic and genetic testing. One 

crucial indicator is the presence of abnormal heart sounds caused by irregular blood flow within the heart, often 

signaling structural issues like a hole or a narrowed valve. Healthcare providers listen for these sounds during 

physical exams and may recommend further tests to identify the underlying problem[44]. 

Coronary heart disease (CHD) occurs when the major blood vessels of the heart, known as coronary 

arteries, develop plaque buildup, leading to narrowing and reduced blood flow to the heart. Different tests are 

used to diagnose CHD, including electrocardiography (ECG), echocardiography (ECHO), and single-photon 

emission computed tomography (SPECT) scans. Among these methods, ECG stands out as the most accessible, 

cost-effective, and easy to perform, making it especially suitable for rural and resource-limited areas common 

in sub-Saharan Africa [45]. 

 

3.2. Data mining 

Data mining is an essential part of the knowledge discovery in databases (KDD) process, focusing on 

identifying hidden patterns within data through repeated use of specific methods [46]. The purpose of KDD is 

to simplify these patterns for easier understanding and better interpretation of the data [47][48]. Over time, the 

study and application of data mining techniques have grown, particularly in handling real-world databases that 

are often large and require multiple scans. Standard techniques include classification, which relies on methods 

like decision trees and neural networks, association rule mining, clustering, and analyzing sequential patterns, 

all of which aim to uncover valuable insights from data [49]. Broadly, data mining techniques can be classified 

into predictive and descriptive categories. Predictive techniques include classification, regression, and time 

series analysis, while descriptive techniques encompass clustering, summarization, and association rule 

analysis, each designed to explore and interpret data from different perspectives [50]. 

 

3.3. Machine learning 

Different machine learning methods have been suggested for detecting heart diseases. This section 

reviews the current machine learning techniques used for heart disease detection. Machine learning aims to 

allow computers to learn and improve from data without requiring explicit programming [51][52]. It teaches 

machines how to handle and analyze data more efficiently. The objective is to enable systems to adapt and 

enhance their performance by learning from the data they encounter. Machine learning methods are commonly 

grouped based on how they learn: supervised, unsupervised, and reinforcement learning. 

Machine learning can perform tasks like regression, classification, and clustering, each having distinct 

roles. Regression is a supervised learning technique used to predict results by examining the relationship 

between dependent and independent variables. It includes methods such as Simple Linear Regression, Multiple 

Linear Regression, and Non-Linear Regression. For example, Simple Linear Regression establishes a direct 
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line relationship between variables, as demonstrated in Figure 3, where the model adjusts input values (X) to 

generate corresponding outputs (Y). Classification, another supervised learning method, involves using labeled 

data to match input data with its appropriate category, with techniques like K-Nearest Neighbors and Support 

Vector Machines (SVM) being typical examples. On the other hand, clustering is an unsupervised learning 

method that deals with unlabeled data to identify patterns, group similar data, and decide which group new data 

should belong to. K-MEANS is a clustering algorithm automatically detecting patterns and organizing data into 

groups. A classification algorithm graph shown in Figures 4 and 5. 

 

 

Figure 3. A simple linear regression graph [22] 

 

Figure 4. A classification algorithm graph [21] 

 

Figure 5. A clustering algorithm graph [21] 

3.3.1. Supervised learning 

Supervised learning is a method that creates a connection between input variables (X) and an output 

variable (Y), allowing predictions for new data that hasn't been seen before. This method is commonly used in 

machine learning and is crucial for managing multimedia data. Supervised learning algorithms used to identify 

heart diseases. They explored heart disease prediction by applying different supervised learning techniques to 

analyze the condition while evaluating their effectiveness and precision. The study compared three 
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classification methods: K-Nearest Neighbor (KNN), Support Vector Classifier, and Multi-Layer Perceptron 

(neural network), concluding that all these methods were effective at classifying heart disease [53]. 

 

3.3.2. Unsupervised learning 

Unsupervised learning involves various techniques to uncover patterns or insights from data, 

particularly focusing on features like X1, X2,..., Xp. This type of learning is usually more difficult, as the goal 

is less clear-cut compared to methods like prediction, making the process more subjective. It is often used as 

part of an exploratory data analysis to help understand the data better [54]. Unsupervised learning models come 

in different forms, such as K-means, Principal Component Analysis (PCA), and hierarchical clustering. A 

prediction model for detecting heart diseases using Principal Component Analysis (PCA) was proposed by [55]. 

In an unsupervised learning method, classification is done without prior information about the sorted data. The 

process occurs without guidance or supervision, making it part of the unsupervised machine learning approach 

[56]. 

 

3.3.3. Ensemble learning 

Ensemble learning involves creating and combining multiple models, like classifiers or experts, to address 

specific computational problems [57]. Its primary purpose is to enhance the performance of tasks such as 

classification, prediction, and function approximation while minimizing the risk of relying on an 

underperforming model. Additionally, ensemble learning is applied to tasks like improving decision 

confidence, choosing the best features, merging data, supporting incremental and adaptive learning, and 

correcting errors. Ensemble learning techniques combine several machine learning algorithms to generate 

predictions that, on their own, may not be strong. By analyzing data from various angles and merging the 

predictions using voting methods, these techniques improve accuracy compared to relying on a single 

algorithm. These techniques enhance the accuracy of predictions by using multiple models that are trained 

separately and then merging their outcomes. 

 

4. RESULTS AND DISCUSSION 

4.1. Performance metrics 

This section assesses the machine learning algorithms applied in this study, using necessary measures like 

accuracy, precision, recall, and F1 score. Bar charts display the results based on these evaluation metrics to 

help compare the performance of different algorithms. 

4.1.1. Model accuracy 

Figure 6 shows the accuracy comparison of different models in heart disease prediction. The Hybrid 

Model achieved the highest accuracy at 97.56%, demonstrating its superior ability to identify patterns 

associated with early heart disease. XGBoost followed with an accuracy of 93.17%, highlighting its 

effectiveness in handling complex relationships within the dataset. The Logistic Regression model, with the 

lowest accuracy of 78.05%, indicates its limitations in capturing non-linear patterns, making it less suitable for 

this predictive task than the other models. The accuracy differences underscore the importance of selecting 

models that balance interpretability and predictive power for reliable heart disease prediction. 

 

 
 

Figure 6. Model accuracy comparison 
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4.1.2. Model precision 

Figure 7 presents the plot of precision comparison, the Hybrid Model leads with the highest precision 

at 98.04%, followed closely by XGBoost with a precision of 94.95%, suggesting their superior ability to reduce 

false positives. Logistic Regression, however, has the lowest precision at 73.77%, showing that it may 

misclassify a significant number of non-risk cases as at-risk. 

 

 

Figure 7. Model precision comparison 

4.1.3. Model recall 

Figure 8 presents the model recall comparison. Random Forest achieved the highest recall at 96.12%, 

closely followed by the Hybrid Model with a recall of 97.09%, highlighting their effectiveness in identifying 

positive cases of heart disease. The Logistic Regression model shows the lowest recall at 87.38%, which may 

lead to more missed cases in heart disease detection.  

 

 
 

Figure 8. Model recall comparison 

4.1.4. Model F1 score 

Figure 9 presents the model F1 score comparison; the Hybrid Model demonstrates the highest F1 score 

at 97.56%, effectively balancing precision and recall. XGBoost also performs well with an F1 score of 93.07%. 

At the lower end, Logistic Regression has an F1 score of 80.0%, indicating it is less reliable than other models 

for this predictive task. 
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Figure 9. Model F1 score comparison 

Table 2. Summary of performance metrics of the models 

Model Accuracy (%) Precision (%) Recall (%) F1 Score (%) 

Random Forest 91.71 88.39 96.12 92.09 

Decision Tree 86.83 85.85 88.35 87.08 

KNN 83.41 80.0 89.32 84.4 

SVM 88.78 85.09 94.17 89.4 

XGB 93.17 94.95 91.26 93.07 

Logistic Regression 78.05 73.77 87.38 80.0 

Gradient Boosting 86.34 82.61 92.23 87.16 

Hybrid Model 97.56 98.04 97.09 97.56 

 

4.1.5. Summary of performance metrics of the models 

Table 2 summarizes each model's performance metrics, and Figure 10 shows the confusion matrix. The 

Hybrid Model outperformed the other models, achieving the lowest False Positive Rate (FPR) at 1.46% and 

False Negative Rate (FNR) at 0.98%. In comparison, XGBoost exhibited a higher FPR of 2.44% and an FNR 

of 4.39%, indicating a relatively higher misclassification rate. Logistic Regression performed the worst, with 

an FPR of 15.61% and an FNR of 6.34%, suggesting significant difficulties distinguishing between classes. 

This comparison highlights the Hybrid Model's superiority in minimizing false positives and negatives, making 

it the most reliable approach among the evaluated models. 

 

 

Figure 10. Confusion matrix of all the models 
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4.2. Receiver Operating Characteristic (ROC) curve 

This section presents the Receiver Operating Characteristic (ROC) curve, an essential tool for evaluating 

the efficacy of binary classification models in predicting early heart disease risk. The ROC curve plots the True 

Positive Rate (TPR), or sensitivity, against the False Positive Rate (FPR) across a range of threshold values, 

allowing us to visualize the trade-off between sensitivity and specificity. 

Figure 11 shows the Area under the ROC Curve (AUC), which provides a quantitative measure of each 

model’s performance, with a higher AUC generally indicating better predictive accuracy. In early heart disease 

prediction, a high AUC is particularly critical, as it reflects the model's ability to differentiate between 

individuals at risk correctly and those not at risk. Given the severe consequences of misclassification in medical 

applications, a high AUC ensures fewer false negatives, reducing the likelihood of undiagnosed at-risk patients. 

This is essential for timely medical intervention, improving patient outcomes, and enhancing the reliability of 

the predictive system in real-world healthcare settings. 

 

 

Figure 11. Area under the curve of all models 

The ROC curve presented in Figure 12 achieves an AUC score of 99%, reflecting a very high level of 

accuracy for the heart disease detection system. This score demonstrates the hybrid model’s ability to 

differentiate between individuals with and without heart disease. An AUC of 0.99 indicates that the model 

ranks heart disease cases above non-cases 99% of the time. This accuracy underscores the model's reliability 

in balancing sensitivity (True Positive Rate) and specificity (True Negative Rate). Additionally, the curve 

closely approaches the top-left corner of the graph, highlighting the model's strong performance. Such precision 

is vital in clinical settings, where reducing false positives and negatives is critical for accurate and safe 

diagnoses. 

 

 

Figure 12. Area under the curve of the hybrid mode 
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4.3. Graphical User Interface (GUI) of the developed model 

The Graphical User Interface (GUI) for the developed heart disease prediction model, presented in Figure 

13, is an interactive platform for users to input essential patient information related to heart disease risk factors. 

These factors include age, sex, chest pain type, resting blood pressure, cholesterol levels, and fasting blood 

sugar status, which are critical in determining the likelihood of heart disease. The GUI streamlines the 

prediction process by enabling users to enter relevant data, upon which the model generates an output prediction 

and a probability score. The prediction classifies whether the patient is likely to have heart disease, while the 

probability score quantifies the model’s confidence in its assessment. A score between 0 and 0.49 suggests little 

to no risk, whereas a score from 0.5 to 1 indicates a high risk, assisting in the early identification of at-risk 

individuals who may require further medical evaluation. Figure 13 visually illustrates the model's decision-

making process, demonstrating how user inputs are processed to generate predictions. The interface also 

includes a "Flag" button to highlight high-risk cases for further review. This functionality is particularly 

beneficial for healthcare professionals, as it aids in prioritizing urgent cases and streamlining patient 

management. By integrating these features, the GUI enhances usability, facilitates quick data entry, and 

provides a transparent and interpretable risk assessment, ultimately supporting healthcare providers in making 

informed clinical decisions. The visual representation in Figure 13 underscores the model’s effectiveness in 

translating patient data into actionable insights, reinforcing its value as a decision-support tool in heart disease 

prediction. 

 

 

Figure 13. Graphical User Interface (GUI) of the developed model 

 
5. CONCLUSION AND LIMITATION 

This research evaluated different machine learning algorithms for predicting early heart disease risk, 

focusing on the effectiveness of a Hybrid Model. The Hybrid Model outperformed Random Forest, Decision 

Tree, K-Nearest Neighbors (KNN), Support Vector Machine (SVM), XGBoost, Logistic Regression, and 

Gradient Boosting. It achieved high accuracy at 97.56%, precision of 98.04%, recall of 97.09%, and an F1 

score of 97.56%. The model's reliability was further confirmed by a low false positive rate (1.46%) and false 

negative rate (0.98%), alongside an AUC score of 99, which indicated its strong ability to differentiate high-

risk patients from low-risk ones. These findings demonstrate the model’s potential in helping healthcare 

providers identify at-risk individuals for timely interventions, offering key insights into using predictive 

analytics in healthcare. However, the study faced several limitations. The analysis was based on a specific 

dataset, which may limit the model’s generalizability to broader populations. Differences could also influence 

real-world accuracy in patient demographics, healthcare systems, and variations in data collection methods. 

Additionally, while the model demonstrated strong predictive performance, it does not account for real-time 

clinical variables or dynamic health conditions, which may impact its practical applicability. The study 

primarily focused on algorithmic evaluation, with limited consideration of the interpretability of model 

predictions, integration with existing medical systems, and ethical concerns related to AI-driven diagnostics. 
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Future research should focus on validating the model with more diverse and representative datasets to enhance 

its generalizability. Longitudinal studies are also necessary to assess the model’s adaptability and long-term 

reliability in real-world clinical applications. Moreover, exploring explainable AI techniques could improve 

model transparency and trust among healthcare professionals. Addressing these aspects will ensure the 

robustness, usability, and ethical deployment of AI-based predictive models in healthcare environments. 
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