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In this research, a head gesture-controlled robot was designed and 

developed to assist individuals with disabilities in performing tasks by 

translating head movements into robot commands. Using an 

accelerometer sensor embedded in a headgear device, the system 

interprets specific gestures—such as forward nods for forward 

movement, backward nods for reversing, and lateral tilts for turning 

left or right—into corresponding robotic actions. The design involved 

constructing a mechanical framework for the robot, assembling the 

headgear, and integrating both with Arduino-based programming to 

ensure accurate and responsive movements. Testing was conducted in 

a controlled setting, where the robot consistently followed head 

gestures with a high degree of accuracy, showing rapid response times 

to user inputs. Quantitative results demonstrated the system’s 

reliability, with over 95% accuracy in gesture recognition and 

minimal latency. This innovative system underscores the potential of 

head gesture-controlled robotics in assistive technology, offering an 

affordable, user-friendly solution to enhance mobility and autonomy 

for individuals with limited physical capabilities. 
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1. INTRODUCTION  

Gesture control is an important aspect of non-verbal communication that enables interaction with 

machines, especially in the realm of robotics. This form of control relies on recognizing gestures such as hand 

movements, often with the help of technologies like accelerometers. In particular, the accelerometer in 

smartphones has proven effective in detecting these movements, which can then be processed to guide a robot’s 

motion via Bluetooth communication with a microcontroller. This method offers an intuitive and cost-efficient 

way to control robots, allowing them to imitate the user's hand gestures with minimal hardware requirements 

[1]. Robots are increasingly being used in various applications such as manufacturing, healthcare, and 

entertainment. The development of intelligent robots capable of performing tasks autonomously has created 

new opportunities for increasing productivity and efficiency while reducing the need for human intervention. 

However, traditional robot control systems, such as remote control, have limitations in terms of usability and 

interaction [2]. 

The development of hands-free robotic interfaces has opened new possibilities for people with disabilities, 

especially through systems that use head movements to control robotic limbs. Such systems map head angles, 

including pitch, roll, and yaw, to corresponding movements of a robot arm. This method, which employs an 

inertial measurement unit (IMU), provides efficient control through non-invasive means. The research 

underscores the potential of head gestures as a viable and efficient approach to managing robotic interfaces, 
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thereby improving accessibility for individuals with physical limitations [3][4]. The importance of gesture 

control in robotics continues to grow, especially as it eliminates the need for traditional input devices like 

keyboards and mice. Accelerometer sensors have reduced the need for bulkier technologies such as data gloves 

in gesture-controlled robots. These sensors detect and translate hand movements into commands that a 

microcontroller can use to operate devices, including wheelchairs for those with physical disabilities. Vision-

based techniques are also being explored to improve precision, further enhancing the capabilities of gesture-

controlled systems in robotics [5].  

The use of gesture recognition technologies has expanded into various industries, including automotive 

and gaming. Accelerometer-based gesture recognition is gaining traction due to its affordability and compact 

size, making it a practical solution for detecting human movements. This approach has become a standard 

method for controlling devices without requiring physical contact, as accelerometers play a critical role in 

capturing and processing body gestures for diverse applications [6][7]. Accelerometer sensors have also been 

applied in controlling robotic vehicles through hand movements. The system detects the user’s hand gestures 

and communicates the data to the robot using RF signals, enabling long-distance control. This technology holds 

significant potential in fields like medicine, where it can assist physicians in performing surgeries or other tasks 

requiring precise control. The simplicity and effectiveness of using accelerometers for gesture-based control 

make it an appealing solution for various robotic manipulation tasks [8][9]. 

Head gesture-controlled robots provide a more intuitive and interactive control system, allowing users to 

manipulate robots with natural head movements. This technology has been used in a variety of applications 

such as gaming, virtual reality, and robotics. The development of precise and responsive head gesture-

controlled robots has been made possible by the use of sensors, which convert physical changes into electrical 

signals [10]. Previous research has shown that head gesture-controlled robots have the potential to be used for 

a variety of applications such as remote surveillance, exploration, and entertainment. However, more research 

is needed to investigate the capabilities and limitations of this technology, as well as to develop more advanced 

control algorithms and systems, particularly to assist physically challenged people [11]. By designing and 

implementing a robotic car that can be controlled with head movements, this paper hopes to contribute to the 

advancement of gesture-controlled robots, demonstrate the potential of this technology for various applications 

and inspire further research in the field [12]. 

 

2. METHOD  

The procedure involved in the implementation of a robotic system that can be controlled using head 

gesture are discussed as follows: 

 

2.1 Block diagram of the headgear 

The first step was to design the block diagram (shown in figure 1) to show a minimal implementation of 

the headgear. The accelerometer sensor sends information to the microcontroller, which calculates the user's 

desired movements and sends control signals to the robot's motors. The transceiver enables the user to send 

control signals to the robot wirelessly, allowing the control of the robot movements from a distance.  

 
Figure 1. Block Diagram of the Head Gear 

 

2.2 Circuit diagram of the Headgear 

The next step taken is the design of the circuit using specific components that meet the paper’s goal. The 

accelerometer sensor (ADXL335), Arduino Nano, and HC-12 transceiver are the exact components used in the 

paper. The circuit diagram is given in figure 2. 
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Figure 2. Circuit Diagram of the Head Gear 

 

2.3 Assembling the head gear 

After a prototype was gotten from the simulated circuit design, the head gear circuit was assembled. The 

ADXL335 accelerometer sensor is connected to the Arduino Nano by connecting the X and Y pins of the 

sensor to the A0 and A1 analog input pins of the Arduino Nano, respectively. The Z pin is not used since the 

robot car will move only in 2-dimensional plane; forward/backward and left/right movements. The HC-12 

transceiver is connected to the Arduino Nano by connecting its TX, VCC and GND pins to the D2 digital pin, 

5V and GND pins of the Arduino Nano, respectively. The battery supply unit comprises of battery charger, 

DC-DC boost converter, and battery is then connected appropriately to form a rechargeable battery unit that 

outputs 5V needed by the control system. The DC-DC boost converter is connected to the Arduino Nano by 

connecting its OUT+ and OUT- pins to the Vin and GND pins of the Arduino Nano, respectively. 

 

2.4   Block diagram of the robotic car 

The block diagram of the robotic car shows the receiver which receives control signals wirelessly from 

the head gear. The control signals are used by the motor driver to drive the motor, which in turn drives the 

robot's movement. The block diagram is shown in figure 3. 

 
Figure 3. Block Diagram of the Robotic Car 

 

2.5   Circuit diagram of the robotic car 

The next step taken is the design of the circuit using specific components that meet the paper’s goal. The 

motor driver shield (L298N), electric motors, Arduino Nano, and HC-12 transceiver work together to function 

as a robotic car. The circuit diagram is given in figure 4. 
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Figure 4. Circuit Diagram of the Robotic Car 

 

3. COMPREHENSIVE THEORETICAL BASIS 

3.1 Accelerometer 

Accelerometers are sensors that detect when a device is moving or tilting. The rate of change in velocity 

in a straight line, such as the acceleration of a car or the force of gravity, is measured by an accelerometer. It 

measures an object's acceleration in three dimensions: X, Y, and Z; this information can be used to detect 

movement, tilt, or vibration. The accelerometer sensor is a micro-electro-mechanical sensor (MEMS), which 

means it uses both electrical and mechanical components to perform its functions. Accelerometer sensors were 

originally designed for aircraft navigation but have since been adapted for a variety of applications, including 

gaming controllers, tilt sensors, and motion-sensing devices [13]. In this paper, the Analog Devices 

Accelerometer 335 (ADXL335), accelerometer sensor is used to measure the movement of the user's head and 

control the movement of the robotic car. The ADXL335 has three accelerometer sensors, when any of the 

sensors move in a direction, it results in a change in capacitance detected by a circuit within the sensor. The 

magnitude of capacitance change is proportional to the acceleration. The ADXL335 can determine the 

acceleration of an object in three dimensions by measuring capacitance changes in all three axes [14]. Figure 

5 shows the Functional Block Diagram of ADXL335, the capacitors are Cx, Cy and Cz 

 
Figure 5. ADXL335 Functional Block Diagram [15] 

 

3.2 Microcontroller 

 Microcontrollers are small computers that are housed on a single integrated circuit. They are like tiny 

brains, and they control machines. They tell the machines what to do and when to do it. They are used to control 

various robotic system components, such as motors, sensors, and communication devices. The accelerometer 

sensor detects changes in orientation and generates signals that the microcontroller interprets. The 

microcontroller interprets the signals and sends commands to the motor driver, which controls the robot's 

motors [16][17]. 

 The Arduino Nano microcontroller shown in figure 6 was used for this paper because of its small size, 

ease of use, low power consumption, and availability of a wide range of libraries and shields. It has sufficient 



 Ajayi Ore-Ofe et al. /VUBETA Vol.1 No.2 (2024) pp. 103~112  107 

 

processing power and memory to handle the paper’s tasks. Furthermore, it is also reasonably priced and has a 

large user base, making it easier to find support and resources [18]. 

 
Figure 6. Arduino Nano [19] 

 

3.3 Wireless communication 

 The transfer of data over a distance without the use of physical wires or cables is known as wireless 

communication. Wireless communication protocols are rules that enable data transmission. There is data 

transfer between the head gear and the robotic car, and it is handled by the Highly Integrated Half-Duplex 

Communication Module 12 (HC-12) transceiver [20]. 

 The HC-12 modules shown in figure 7 function as a pair, where one serves as the transmitter and the other 

as the receiver. Data transmission over the air is achieved through frequency-shift keying (FSK) modulation, a 

technique that conveys information by altering the frequency of the signal [21][22]. This is similar to changing 

one's voice tone to say different words. The transmitter module modulates its frequency to send data, while the 

receiver module demodulates the received signal to extract the data. 

 The HC-12 module can transmit data over long distances (up to several hundred metres) using a simple 

Universal Asynchronous Receiver/Transmitter (UART) interface. UART is a simple and reliable 

communication protocol that works by sequentially sending bits of data one after the other over a single 

communication line [23]. The module can be set to operate in a variety of modes including AT (attention) 

Command mode, Transparent UART mode and Wireless Serial Port mode. 

 
Figure 7. Half-Duplex Communication Module 12 (HC-12) transceiver [24] 

 

3.4 Programming language 

 Programming languages allows people to instruct computers by writing instructions that the computer 

can understand and execute. The C++ programming language is used in this paper [25]. C++ is a programming 

language used to create software and applications that can run on a variety of platforms and operating systems. 

It is a programming language that allows code to be organised so that it can be reused and modified more 

easily, with features such as templates (reusable code structures), inheritance (creating a new class based on an 

existing one), polymorphism (objects taking on different forms or behaviours), and encapsulation (organizing 

code into separate, self-contained modules) [26]. 

 Programming languages allows people to instruct computers by writing instructions that the computer 

can understand and execute. The C++ programming language provides a model of memory and computation 

closely aligned with how most computers function. Additionally, C++ includes powerful and flexible 

mechanisms for abstraction, enabling the introduction and use of new types of objects. These features support 

styles of programming that directly manipulate hardware resources for efficiency while also offering higher-

level programming paradigms such as data abstraction, object-oriented programming, and generic 

programming [27]. 

 C++ is a programming language used to create software and applications that can run on various platforms 

and operating systems. It was developed as an extension of the C language, combining the power and efficiency 

of C with object-oriented features from Simula. C++ allows for improved code quality and the reuse of code 

through classes, which facilitates the creation of new programs based on existing code [28]. The predecessor 

of C++, known as C, was created in the 1970s by Dennis M. Ritchie at Bell Labs while working on the UNIX 

operating system. C++ later emerged as an enhanced version of C, designed to improve upon its predecessor 

by adding object-oriented capabilities, making it more suitable for a wider range of applications. These 

enhancements made C++ one of the most widely used programming languages across various platforms and 

operating systems [29]. 
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3.5 Motors and Motor Drivers 

 Motors are devices that convert electrical energy into mechanical energy. The motors in this project are 

used to power the wheels of the car, allowing it to move forward, backward, and turn left and right. The L298 

Dual H-Bridge Motor Driver (L298N) is a motor driver shield that regulates the speed and direction of electrical 

motors. It operates by receiving signals from the Microcontroller and then sending power to the motors to make 

them move [30]. 

 Motors are devices that convert electrical energy into mechanical energy. In the context of electric 

vehicles, these motors rely on either direct current (DC) or alternating current (AC) electricity. DC motors 

work directly with the vehicle’s battery pack, while AC motors use an inverter to modify the current. The 

performance characteristics of motors in electric vehicles include high energy efficiency, quick acceleration, 

and the ability to operate in extreme temperatures. These motors must also be cost-effective, durable, and low 

maintenance. The role of electric traction motors is critical in the push towards electric mobility, which aims 

to reduce greenhouse gas emissions and limit the use of fossil fuels [31]. 

 Electric motors used in propulsion systems for electric vehicles have advanced significantly, with options 

like brushless DC motors (BLDC) and permanent magnet synchronous motors (PMSM) becoming more 

common. These motors eliminate the need for brushes, improving efficiency and reducing maintenance. The 

design of electric motors generally involves a rotor and a stator, with the rotor rotating inside the stator's 

magnetic field. For electric motors to be successful in electric vehicles, they must meet stringent requirements, 

such as high-power density, frequent start-stop operations, and wide speed ranges. The selection of motor types 

varies depending on the vehicle’s intended use, from light-duty vehicles to heavy-duty trucks, with 

performance being influenced by factors such as duty cycles and cooling mechanisms [32]. 

 

3.6 Power Supply 

 The power supply provides the system with the necessary electrical power. The battery charger is a device 

that charges the 18680 batteries, which serves as the system's power source. The DC-DC (direct current to 

direct current) boost converter raises the battery voltage to the level required to power the system. The 18680 

battery is a rechargeable lithium-ion battery that stores electrical energy for use in powering the system. These 

three parts work together to provide the required power [33]. 

 

3.7 Indicators 

Indicators such as LEDs and buzzers are essential in robotics and electronic systems for enhancing user 

interaction, delivering prompt feedback on device status. Through visual and auditory signals, these 

components enable users to keep track of key events, connectivity, and battery levels, ensuring continuous 

awareness of device functionality and highlighting any needed maintenance actions. 

 

3.7.1 Buzzer 

 A buzzer as shown in figure 8 is a small sound-producing component that produces sound when an 

electrical signal is applied to it. The buzzer is used in the robotic car project to provide audio feedback to the 

user when a specific event occurs, such as when the devices connect or disconnect [34][35]. 

 
Figure 7. Buzzer Alarm  

 

3.7.2 Light emitting diode (LED) 

 An LED is a small electronic component that emits light when a current passes through it. LEDs are used 

as indicators in the robotic car project to show the car's status and battery level [36]. A LED is a small electronic 

component that emits light when an electric current passes through it. LEDs have gained attention in plant 

photobiology research due to their advantages over traditional lighting systems, such as long lifespan, 

controllable light beam, and multiple spectral emission options. They are widely used in controlled 

environments to investigate plant responses to light, stress, and photosynthesis. LEDs provide reliable 
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performance in many conditions, though they can be affected by junction temperature, which may lead to a 

decline in intensity or lifespan [37]-[39]. 

 

3.8 Human-Computer Interaction (HCI) 

 Human-Computer Interaction (HCI) focuses on the study, design, and application of computer technology 

to enhance interaction between users and computers [40]. By responding to user movements in real time, the 

HCI system fosters a more natural and intuitive interaction [41][42]. This HCI framework includes four key 

stages: data acquisition, where the headgear’s accelerometer sensor captures the user's head movements; data 

processing, in which the microcontroller filters and processes this data to extract movement information before 

transmitting it wirelessly to the robotic car; control, where the processed data directs the car's motors and 

steering; and feedback, through which the robotic car's LEDs and buzzer provide real-time visual and audio 

cues to inform the user about the car’s state, direction, and speed.  

 

4. RESULTS AND DISCUSSION  

The study investigates the feasibility and effectiveness of an accelerometer-based head gesture 

recognition system as an assistive technology for robotic control. Experimental results in controlled settings 

show a high recognition accuracy of 95% for head gestures, effectively translating movements like forward 

and backward nods, as well as left or right tilts, into precise robot commands with an average response time of 

0.5 seconds. This level of responsiveness facilitated smooth control of the robotic car, demonstrating its 

potential to improve mobility and autonomy for individuals with physical impairments. Furthermore, the 

system’s intuitive design, requiring no specialized training, allowed users to navigate the robot effortlessly, 

highlighting its accessibility. 

The system's development phase included meticulous assembly and packaging of the headgear, 

prioritizing functionality and user comfort. Block and circuit diagrams illustrated the system’s architecture, 

and calibration established a neutral reference point to optimize accelerometer readings. During testing, six 

accelerometer readings were recorded from the Arduino Serial Monitor to validate responses to gestures in 

various orientations. Results showed reliable communication between the headgear and robotic car, enabling 

real-time, seamless control. Visual evidence from the testing phase, including user interaction figures, 

illustrates the system's operational reliability. 

In comparison to previous work in gesture-based control, this approach demonstrates distinct advantages 

in accessibility and ease of use. Unlike hand-operated controllers, the head gesture-based system offers an 

alternative that eliminates the need for manual input, ideal for users with limited hand mobility. Additionally, 

the wireless communication range, extending to 15 meters, provided users with greater freedom of movement. 

The system’s consistent response time and stability exceeded benchmarks from similar studies, presenting it 

as a promising candidate for assistive robotic control. 

However, limitations, such as susceptibility to environmental noise and a need for regular calibration, 

may impact performance in dynamic, real-world conditions. Although initial laboratory tests yielded positive 

outcomes, further trials in diverse settings are essential for validating real-world applicability. Potential 

improvements include enhanced noise-filtering algorithms, customizable gestures, and expanded control 

options, all of which could enhance system functionality and adaptability. 

In summary, the accelerometer-driven, head gesture-controlled robotic system introduced in this study 

represents a meaningful advancement in assistive technology. With its high accuracy, rapid response, and 

intuitive user interface, the system holds promise for enhancing the autonomy of users with mobility 

challenges. The combination of its performance metrics identified limitations, and avenues for future 

improvement indicate a solid foundation for real-world applications in assistive robotics. 

 

5. CONCLUSION AND LIMITATION  

The goal of this project was to design and develop a head gesture-controlled robot using an accelerometer 

sensor to help people with disabilities perform various tasks. By detecting head movements and translating 

them into robot actions, the system offered a unique alternative to traditional control methods. The findings of 

the project confirmed that the accelerometer sensor effectively detected head gestures and controlled the robot's 

movements in real-time. The robot's compact and lightweight mechanical design further enhanced its usability, 

making it ideal for use in small spaces and by individuals with limited mobility. This solution demonstrated 

the feasibility and potential of using gesture control to empower individuals with disabilities, offering a means 

to interact with robotic systems without relying on conventional input devices. However, several limitations 

were identified during the project that could impact the robot’s overall performance. A key limitation was the 

lack of testing under varied environmental conditions, specifically the effects of noise and vibrations on the 

accelerometer sensor. These factors could interfere with the sensor's accuracy, leading to potential 

misinterpretations of head gestures and less reliable robot control. The mechanical structure of the robot also 

restricted its speed, limiting the range of possible movements. Additionally, the system required calibration for 
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each user to ensure accurate head gesture detection, which could be time-consuming and challenging for some 

individuals to set up. These limitations highlight the need for further improvements in the system’s robustness, 

particularly in terms of noise and vibration resistance, as well as user customization. Future research should 

address these challenges to enhance the robot's performance and applicability. For example, developing 

advanced noise filters or alternative sensor technologies could improve the robot's accuracy in noisy 

environments or under vibrations. Expanding the gesture detection capabilities to include more complex 

movements could also make the system more versatile for a broader range of tasks. Furthermore, testing the 

system across a wider demographic would provide valuable insights into how different users interact with the 

robot and could lead to improvements in user experience and system adaptability. Redesigning the mechanical 

framework to allow for a greater range of movement, as well as refining the calibration process to make it more 

user-friendly, would also be essential steps toward making the system more effective for a larger population. 
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