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ABSTRACT 
 

Food Security Index (FSI) data from regions with systemic challenges, such as Papua, Indonesia, 
often present significant extreme outliers (because of geographic isolation or poverty). These outliers 
can affect regression analysis. To address this problem, this research conducted the Minimum 
Covariance Determinant S-estimator (MCD-S), a robust regression method designed to manage datasets 
with up to 50% outliers. This research aims to address this issue by employing robust regression with 
the MCD-S estimator on the 2023 FSI data from Papua, Indonesia, as well as identifying key 
determinants of FSI in Papua. The research used secondary data from the 2023 Food Security and 
Vulnerability Atlas report, with a sample of 42 regencies and municipalities in Papua. The results 
showed that according to the model performance, the MCD-S model showed superiority with a higher 
R² compared to the Ordinary Least Square (OLS) model. The result also showed that conducting MCD-
S resulted in all independent variables significantly related to FSI. Meanwhile, OLS uncovered some 
independent variables as key determinants (as in OLS, some variables were considered statistically 
insignificant in FSI). These results demonstrate the importance of robust methods in FSI data, especially 
for outlier-prone regions. For future research analyzing similar datasets, MCD-S is recommended. 
 
Keywords:  Food Security Index, Outliers, Robust Regression, Minimum Covariance Determinant, S 
estimator 
 
 
 

1 Introduction 

Diversity in data can make data analysis challenging, especially when the data is collected 
from multiple sources, as it can present various characteristics [1]. This diversity can result in 
issues such as the presence of outliers [2]. An outlier refers to a data point significantly differing 
from other group values [3]–[5]. The outliers, which may result from errors in data entry, 
inaccuracies in measurement systems, or unexpected crises, can become influential 
observations that alter the meaning of a regression model if discarded or rejected, potentially 
resulting in non-normally distributed data and failing to generalize to broader contexts [4]–[8]. 
It is, however, not realistic to directly eliminate this aspect or ignore it since this would result 
in inaccurate parameter estimations in regression models [8]–[10]. 

In order to address the outlier, robust regression can be used [8]. One of the robust 
regressions is the Minimum Covariance Determinant (MCD) estimator. The MCD estimator is 
a highly robust estimator for the dispersion matrix of a multivariate, linearly symmetric 
distribution and is one of the first robust equivariant estimators of multivariate location and 
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scatter [11]–[14]. Referring to [12], [15], MCD is designed to be resistant to outliers, effectively 
safeguarding against up to 50% of them, making it particularly useful for outlier detection. With 
a breakdown point equal to α (as n approaches infinity), MCD (α) approximates the arithmetic 
mean in large datasets while yielding very robust covariance estimators  [15]. This allows MCD 
to remain close to the classical empirical average and covariance matrix, but it does so by 
excluding outlying points from its computations [15], [16]. As a result, MCD provides a highly 
reliable measure of dispersion in multivariate data. However, the 50% breakdown MVE and 
MCD estimators have low asymptotic efficiencies, as cited in [15]. This limitation can be 
addressed by applying a one-step M-estimator subsequently, thereby increasing their 
asymptotic efficiency [15]. In addition to M-estimators, there are several other robust estimators 
available, including Scale (S), Method of Moments (MM), Least Trimmed Squares (LTS), and 
Least Median Squares (LMS) [8]. 

Previous research using robust MCD estimators was [6], [14], then MCD with other robust 
estimators, such as Method of Moment or MCD-MM by [17], Least Trimmed Squares or MCD-
LTS by [18]–[20], and Least Median Squares or MCD-LMS [10], [19]. At present, there is a 
limited amount of research on robust MCD estimators, particularly S-estimators (MCD-S). This 
gap is particularly important for outlier-prone datasets, such as FSI, where extreme values (for 
example, regencies with near-zero infrastructure access) can affect conclusions. Thus, the 
objective of this research is to conduct a review of robust MCD-S aimed at addressing outliers 
in real data. 

Food security is when individuals have access to adequate, safe, diverse, nutritious food 
that is affordable and fair, while respecting the beliefs and cultures of different communities, 
thus allowing them to lead healthy, active, and productive lives sustainably [21]. Citing from 
[21], in Indonesia, food-insecure regencies are identified by several key indicators: high ratios 
of per capita consumption to net production, high numbers of poor people, high numbers of 
population per health worker to population density, high stunted children rates, and high 
numbers of households without access to clean water. Similarly, food-insecure municipalities 
are linked to high numbers of poor people, high stunted children rates, and high numbers of 
households without access to clean water, as well as lower life expectancy [21]. The study case 
focuses on the 2023 Food Security Index (FSI) data, specifically examining the situation in 
Papua, Indonesia. 

Papua consistently reports the lowest FSI values in Indonesia, highlighting significant 
systemic challenges. For example, Papua Province has the highest percentage of households 
without electricity at 28%, particularly in Puncak and Dogiyai regencies, at 97% and 96%, 
respectively. It also had the highest poverty rate at 28% in 2019, followed by Papua Barat at 
22% [21]. These factors worsen food insecurity by limiting storage and access to markets. Refer 
to data from [22], in 2023, Intan Jaya Regency in Papua Province had the lowest FSI at 14.54, 
down 2.67 from the previous year, while Tambrauw Regency in Papua Barat increased slightly 
to 32.88 [22]. The above data shows extreme outliers representing real crises (including 
geographic isolation or poverty). However, these outliers may lead to bias in regression models 
if they are not addressed. 

Furthermore, the FSI in Papua exhibits fluctuations, as indicated in [22]. This variability 
may lead to outliers and influential observations within the data. Similarly, the previous analysis 
said that countries represented by outlier data points experienced a change in ranking after these 
points were winsorized, in which outliers were replaced with the closest available values to 
mitigate their impact on the 2016 Global Food Security Index (GFSI) [23]. Also, [24] did the 
same analysis using 2019 Kenya's GFSI. All of the prior research ignores the focus on outliers. 
Robust MCD-S, resistant to datasets with up to 50% outliers, provides a statistically reliable 
alternative [15], [25]. Until now, no research has applied MCD-S to FSI data despite its 
suitability for high-disparity regions like Papua. However, there has been no research on FSI 
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data using robust regression to address these outliers. So, this research aims to apply the 
regression of robust MCD-S to Papua's 2023 FSI data to handle outliers, as well as identify key 
determinants of FSI (for example, poverty or stunting) through hypothesis testing. 

 

2 Literature Review   
2.1 Robust with Minimum Covariance Determinant (MCD) 

Citing from [12], [13], in an  data matrix , where each observation

, the goal is to identify h observations (where ) that 
minimize the determinant of the covariance matrix. The MCD estimate of location or center, 
denoted as , is the average of these h points (mean), and the estimate of scatter, denoted as 

, is determined as a multiple of the covariance matrix. When h equals to , the 
MCD reaches its maximum breakdown value, which is 50% [12], [13].  

The observation is represented as , while  represented the 
columns of the data matrix. For the data matrix , with estimated center, , and scatter matrix, 

, the statistical distance of the i-th observation  is written as in Equation (1) [12], [13]. 

      (1) 

Robust MCD uses the FASTMCD algorithm [12], [13]. The first step is to calculate initial 
estimates for the center, , and scatter matrix, . Perform C-Step (Concentration Step) is 
the next step, which is written below [12], [13]. 

a. Calculate the distance for all data points  using Equation 

(1). 
b. Sort the distance, resulting in a permutation π for which 

, and select the subset H of size h 

corresponding to the distance . 

c. Calculate the new estimates for the center and scatter matrix using 
Equation (2) and (3). 

        (2) 

    (3) 

The C-Steps should be repeated in iterative steps until convergence (for example, until the 
determinant of is minimized). As there is no guarantee that the final outcome of the 
iteration step is the global minimum of the MCD objective function, an approximation to the 
MCD solution is found by first selecting a large number of h-subsets (typically 500) 

. C-steps are then applied to each subset, and the solution with the lowest 

overall determinant in is kept [12], [13]. 
The next step is to construct the initial subset. To create the initial subset , draw a 

random subset J that contains ( ), then calculate  and 

 . If  is singular, add more random points to J until it 
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becomes nonsingular. Next, the refinement process is performed by applying the C-step to the 
initial estimates ( ) to compute ( ). Repeat the C-step for each initial subset, applying 
it only twice, and for the ten subsets with the lowest determinant, continue to perform additional 
C-steps until convergence is achieved. The number of iterations should be limited to avoid 
excessive computations since all C-steps require the calculation of the covariance matrix and 
its inverse, as well as the distances associated with these covariance matrices [12], [13]. 

For final estimates, calculate raw FASTMCD estimates  ( ). Afterward, to 
increase statistical efficiency, calculate reweighted estimates ( ) with weight 

 when  and 0 in other cases.  is the α-quantile of 

the  distribution [12], [13].  
MCD estimators have low asymptotic efficiencies, and to address this limitation, [15] 

suggests applying a one-step M-estimator to increase the asymptotic efficiency. Other robust 
estimators, such as S-estimator, can be used. 

2.2 Robust with Minimum Covariance Determinant Scale (MCD-S) 
MCD-S refers to a combination of the MCD estimator and the S-estimator approach. S-

estimators exhibit similar asymptotic performances as regression M-estimators [25]. Citing 
from [25], the S-estimators minimize residual dispersion:  

      (4) 

where the final scale estimate . The solution of the Equation (5) is what 
defines the dispersion  [25]. 

       (5) 

 is frequently equivalent to , with  representing the standard normal. The function 
 needs to meet several conditions: (1) it must be continuously differentiable and symmetric, 

and should equal 0; (2) there must be a positive constant c such that  is strictly 
increasing on the interval [0,c] and remains constant thereafter on [c,∞]; (3) extra condition 

 [25]. As cited in [25], an example of  functions, is written in Equation (6). 
This has a derivative represented by Tukey's biweight function. 

,    (6) 

For Equation (6) with, to achieve a 50% breakdown point, it should be  and 
[25].  

Furthermore, the Equation (5) specifies an M-estimator for scale, typically calculated 
iteratively, beginning with an initial value . Due to limitations on 

computation time, it might be suitable to choose a quick and straightforward approximation of 
the objective function, like the one-step estimate: 
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      (7) 

with  is given in Equation (6) [25]. 

2.3 Data 
This research used secondary data from the 2023 Food Security and Vulnerability Atlas 

(FSVA) report [22] and its website (https://fsva.badanpangan.go.id/). The FSVA was 
developed based on three key food security aspects: availability, affordability, and utilization. 
Based on these aspects, nine indicators are outlined below [21], [22].   

1) Availability aspect:   
− The ratio of per capita normative consumption to food availability.   

2) Affordability aspects: 
− the percentage of people living below the poverty line; 
− the percentage of households with a proportion of expenditure on food of more 

than 65 percent; 
− the percentage of households without access to electricity.  

3) Utilization aspects: 
− The average length of schooling for women over 15 years; 
− The percentage of households without access to clean water; 
− The ratio of population per health worker to population density; 
− The percentage of stunted toddlers; 
− Life expectancy. 

The population for this research includes the FSI from all regencies and cities in Papua as 
of 2023. This research used a total sampling technique, resulting in a sample consisting of all 
42 regencies and municipalities in Papua, to maintain a geographically balanced representation.  

This research uses dependent and independent variables to conduct a regression of robust 
MCD-S. The dependent variable in this research is the FSI (Y). The independent variables are 
based on nine indicators from the FSVA report [21], [22]. Those indicators are the ratio of 
normative consumption per capita to food availability (X1), the percentage of people living 
below the poverty line (X2), the percentage of households with a proportion of expenditure on 
food of more than 65 percent (X3), the percentage of households without access to electricity 
(X4), the average length of schooling for women over 15 years (X5), the percentage of 
households without access to clean water (X6), the ratio of population per health worker to 
population density (X7), the percentage of stunted toddlers (X8) and life expectancy (X9). 

2.4 Step Analysis 
The analysis steps in this research include identifying multicollinearity, identifying 

outlier and influential observations, and estimating robust regression with MCD-S. All the steps 
were analyzed using the R software.  

 

3 Result and Discussion 

3.1 Identification of Multicollinearity  
Multicollinearity is a condition in which two or more independent variables in a dataset 

correlate. This condition can lead to increased variance in the regression; thus, identifying this 
is important [18]. One approach to identifying multicollinearity is using the Variance Inflation 
Factor (VIF). Citing from [26], the calculation of VIF is written in Equation (8): 
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        (8) 

where is the determination coefficient. A VIF value that exceeds 10 is commonly seen as a 
sign that multicollinearity might significantly affect the estimates produced by Ordinary Least 
Squares (OLS) [26]. The results of the VIF values are displayed in Table 1. 

Table 1. VIF Value of Independent Variables 
 X1 X2 X3  X7 X8 X9 

X1 1 1.597 1.181  1.001 1.324 1.035 
X2 1.597 1 1.708  1.049 1.188 1.002 
X3 1.181 1.708 1  1.009 1.155 1.003 

        
X7 1.001 1.049 1.009  1 1.001 1.060 
X8 1.324 1.188 1.155  1.001 1 1.052 
X9 1.035 1.002 1.003  1.060 1.052 1 

Table 1 indicates that all VIF values are below ten. These values suggest no multicollinearity 
in the FSI data in Papua for the year 2023. 

3.2 Identification of Outliers and Influential Observations 
An outlier is a data point that significantly differs from other values in the group, which 

may result from errors in data entry, inaccuracies in measurement systems, or unexpected crises. 
Additionally, if discarded, influential observations, which can alter the meaning of a regression 
model, are often outliers that may lead to non-normally distributed data and fail to generalize 
to broader contexts [3]–[10]. For this reason, it is important to identify outliers and influential 
observations in step analysis. 

Citing from [27], a simple method for identifying outliers is creating a box plot, also 
known as a box-and-whisker diagram, visually representing data variability. The box plot 
displays the first and third quartiles at the bottom and top, with the median in the middle, and 
the whiskers indicate the range of data within 1.5 IQR of the quartiles. Any data point outside 
this range is marked as a potential outlier with a special symbol ('*') [27]. Figure 1 presents the 
box plot of ten variables (which are one dependent variable and nine independent variables). 

 
Figure 1. Box Plot of Ten Variables 

As shown in Figure 1, there are observations outside the boxplot, specifically in variables X4, 
X7, X8, and X9. Outliers are therefore evident in those observations. 
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To identify if the i-th observation influences the regression model, DFFITS (Difference-
in-fits) is applied using the predicted value from the regression model [28]. Before calculating 
the value of DFFITS, it is necessary to estimate the linear regression parameters by applying 
OLS. As cited [29], the estimation of regression parameters is written in Equation (9). 

       (9) 

By applying the Equation (9), the coefficient of the linear regression parameter for the FSI in 
Papua for the year 2023 is displayed in Table 2. 

The computed determination coefficient ( ) of OLS is also displayed in Table 2. The 
value is computed using Equation (10) [29]. 

        (10) 

, which ranges between 0 and 1, measures how effectively the independent variable explains 
the dependent variable, with higher values indicative of a more reliable and accurate model 
[33].  

Table 2. The Coefficient and  Value of Linear OLS  

 Full Model After Stepwise 

Coefficient 

 0.000 0.000 

 -0.481 -0.502 

 -0.169 -0.155 

 -0.192 -0.176 

 -0.117 -0.113 

 -0.208 -0.218 

 -0.029 - 

 0.023 - 

 0.070 0.070 

 -0.028 - 

 Value 0.978 0.976 

The next step is then calculating the value of DFFITS, which is written in Equation  (11): 

    (11)  

which ;  are matrix diagonal elements  (a  matrix);  is the 

i-th residual; ; and  [28], [30]. A  value 

of greater than  is considered influential for the i-th, which  is the number of 
parameters in the regression, including the intercept [28], [31], [32]. The DFFITS test indicated 
that the 29th and 42nd observations were influential, as their  values (1.585 and 2.411, 
respectively) were greater than the value of . Consequently, it is 
important to acknowledge the presence of outliers in the data and use the right estimation to 
address the problem. 
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3.3 Estimation of Robust with MCD-S 
A robust regression with MCD-S is obtained by performing the C-Steps. To conduct C-Steps, 
it is mandatory to calculate the covariance matrix and statistical distance. The C-Steps 
procedure is thereafter reiterated through a series of iterative steps until convergence is 
achieved.  

The covariance matrix for final estimates is presented in Equation (12). 

 (12) 

Meanwhile, the result of the distance values for final estimates using Equation (1) is displayed 
in Table 3. 

Table 3. The Value of Statistical Distance 
Observation Distance Value 

1 7.138 
2 7.141 
3 6.106 

  
40 1024.016 
41 50.965 
42 259.169 

To increase efficiency while maintaining high robustness, a weighting step can be 
applied. In this research, the Equation (6) is applied to the weight to find the estimator in the 
Equation (5), which is an S-estimator (or M-estimator for scale). The coefficient of the 
regression model using robust with MCD-S for the FSI in Papua for the year 2023 is then 
displayed in Table 4. The  value, computed using Equation (10), is also shown in Table 4. 

Table 4. The Coefficient and  Value of Robust MCD-S 

 Robust MCD-S 

Coefficient 

 0.119 

 -0.494 

 -0.105 

 -0.226 
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 Value 0.999 
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The  value, according to the result in Table 4, is 0.999. The MCD-S model 
demonstrates a higher value than the OLS model, which has an of 0.976 (shown in Table 2). 
This higher value indicates that the MCD-S model increases the overall accuracy and 
reliability of the analysis by effectively addressing outliers in the FSI in Papua for the year 
2023. The value also suggests that the regression model accounts for 99.9% of the variability 
in strength, leaving 0.01% influenced by factors that this research did not consider. 

The next step involves conducting significance tests for the regression parameters in Table 
4, including both the simultaneous and partial tests. In a simultaneous regression analysis, the 
independent and dependent variables are evaluated simultaneously to determine whether they 
significantly affect one another [34]. An F-test statistic is used for this test, which can be 
computed using Equation (13) [35]. 

       (13) 

The null hypothesis, suggesting that no regression coefficients for the independent variables 
differ from zero , is defined as rejected when the computed F value 
surpasses the critical value of   [35]. The computed F value is 14304.79, leading to 

the rejection of the null hypothesis, which is 2.494 ( ). Based on this result, it can be 
concluded that at least one independent variable has a significant impact on the FSI (Y) in Papua 
for the year 2023. 

Following that, the partial regression test, commonly referred to as the t-test, is conducted 
next. This test determines the significance of the effect of each independent variable on the 
dependent variable individually [34]. The t-test statistic is used for this test, which can be 
computed using Equation (14). 

         (14) 

The null hypothesis, suggesting that the parameter  (which i = 1,2,…,k), is defined as 
rejected when the computed  value surpasses the critical value of  [29]. The results of 

the  computation using both  from MCD-S and OLS are displayed in Table 5. 

Table 5. The Value of t-test for Robust MCD-S and Linear OLS 

Variable 
 

Robust MCD-S Linear OLS 
X1 -41.386 *      -10.559 * 
X2 -13.757 * -3.290 * 
X3 -21.293 * -4.197 * 
X4 -8.238 * -3.382 * 
X5 -22.656 * -2.843 * 
X6 -4.380 * -0.929 
X7 5.540 *  0.750 
X8 7.007 *  2.108 * 
X9 -8.905 * -0.898 
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According to the result shown in Table 5, when using MCD-S, it was found that all nine 
independent variables rejected the null hypothesis, as . It can, therefore, be 
concluded that these nine variables have a significant impact on the FSI (Y) in Papua for the 
year 2023.  

In contrast, in Table 5, when using OLS, only six variables rejected the null hypothesis, 
excluding the percentage of households without access to clean water (X6), the ratio of 
population per health worker to population density (X7), and life expectancy (X9). The result 
indicated that OLS missed some important variables. 

These results show that MCD-S can provide a more reliable estimation in datasets 
containing outliers, such as Papua's FSI. It is therefore recommended that MCD-S be used for 
future research analyzing similar datasets.  

In addition, the result of the hypothesis testing (partial test) using MCD-S in Table 5 
aligns with the theory about nine indicators explained in the FSVA report [21], [22]. Therefore, 
it shows that the nine indicators used in the research significantly influence the FSI in Papua 
and are key determinants of FSI. 
 

4 Conclusion 

The analysis results suggest that there are outliers and influential observations within the 
dataset. To address these issues, robust regression with MCD-S is employed. This research 
result illustrated that MCD-S effectively addressed outliers within the FSI in Papua for the year 
2023. It showed that unlike OLS, which is significantly affected by extreme values, MCD-S 
down-weighted outliers (with higher = 99.9%), thus maintaining the consistency of the data. 
The MCD-S model also identified all nine independent variables as statistically significant. In 
contrast, the OLS model failed to identify important variables, such as the percentage of 
households without access to clean water (X6), the ratio of population per health worker to 
population density (X7), and life expectancy (X9). The result supported the claim that MCD-S 
offers more reliable estimates in datasets characterized by extreme values, as seen in Papua's 
FSI. Therefore, for future research analyzing similar datasets, MCD-S is recommended. 
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