Impact of Anthropometric Factor on Serve Velocities Evaluation Tennis Match at The 2019 US Open Grandslam Tournament
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Abstract

The purposes of this study are to analyze (a) anthropometric factor as multivariant regression model to predict the serves velocities of elite tennis player that compete in US Open Grandslam 2019. The anthropometric factor was described as, player height, player weight, age, and the Body Mass Index (BMI) of player. (b) this study also determined the significant level from the model to predict the serves speed. The data were collected from MATCH DETAILS BY IBM SLAMTRACKER. Results show that correlation between each independent variable (i.e., age, height, weight, BMI) to serves speed of the player respectively are -0.0094, 0.7457, 0.7135, and 0.1944. The data show us that variable Height and Weight have the most correlated predictors of tennis serves speed. More over the correlation level (R\textsuperscript{2}) from the model was 0.5767 or 57.67\% it indicates that the model can predict 57.67\% the dependent variable, i.e serve speed and the other 42.33\% was determined by the other factor not included in model. The present finding underlines the importance of player height and weight to determine the serves speed of the players that play in US Open Grandslam Tournament 2019.
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1. Introduction

Tennis is a sport with no such certainty of time. This sport needs players to able to play with the intermittent game rhythm. So the predominant factor to predict the performance from the athletes is high stroke and serve velocities and it requiring high physical demands (Ulbricht, Fernandez-Fernandez, et al., 2015). The velocities of tennis stroke yet also a predominant factor determining the performance levels of elite tennis player (Kovacs & Ellenbecker, 2011). Recent study shows that serve is the most important stroke in tennis match (Elliott et al., 2013). Event serves has become a main factor in determining elite tennis player performance, but what is the factor to determining serves performance itself it’s still a big discussion, and still very interesting field of testing and study (Ma et al., 2013) state that serves velocities are factors to determining player winning and losing in grand slams match such as Roland Garros. Anthropometric is also can become predictors factor to serves velocities (Ma et al., 2013). (Palmer et al., 2018) study that serve speed velocity is influenced by range of motion, strength, motor control, and power. And in these researches an anthropometric factor such as height, an age is under consideration. A Multivariate regressions model is used to predict one dependent variable. In this present studies anthropometric variables such as Age, Height, Weight, and BMI are used to predict the average velocities of serves from elite tennis athletes that compete in the round of 3\textsuperscript{rd} Roland Garros Grand Slams 2017. (Ulbricht, Fernández-
Fernández, et al., 2015) in their research suggest that fitness characteristic is also hold an important role in determine serve performance. When using multivariant regression model there is 3 major pattern in describing the multivariant regression model (Irianto, 2010):

1. First, each of the independent variables are stand-alone when predicting the dependent variable, in this pattern, the independent variable has a low correlation between each other and the correlation coefficients ($R^2$) are the sum of each $R^2$ from the variables.
2. Each independent variable is not stand alone when predicting the dependent variable, in this pattern if the $R^2$ between each independent variable is big then its contribution to predicting the dependent variable is small.
3. When the independent variable has an endogenous or exogenous variable to predict the dependent variable.

Linear Regression model according to Santoso (2012) in (Mahardika, 2015) state that there are five assumption to follow: (1) Normality, (2) Multicollinearity, (3) Homocedastity, (4) Autocorrelation, (5) and Linearity.

This present study used the second assumption of correlation to predict the dependent variable. In the second assumption, we need to calculate each predictor (independent variables) coefficient of correlation to the dependent variable, then we need to calculate the coefficients correlation from the model that includes all the independent variables.

<table>
<thead>
<tr>
<th>Coefficients correlation interval</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>±0.70 to 1.00</td>
<td>High</td>
</tr>
<tr>
<td>±0.40 to 0.69</td>
<td>Moderate</td>
</tr>
<tr>
<td>±0.20 to 0.39</td>
<td>Low</td>
</tr>
<tr>
<td>Less than 0.20</td>
<td>Neglected</td>
</tr>
</tbody>
</table>

Table 1. Young (1982) in (Mahardika, 2015):297 state that the interpretation of model ones should follow the terms:

- Sample must be taken in randomly order from a population that has a normal distribution
- Sample must be in normally distributed
- The dependent variable must have an interval or ratio scale.
- The independent and dependent variable must have theoretically correlation
- The regressions model must have linearity nature.

The multivariant regressions formula for two independent variables are

$$\hat{Y} = a + b_1X_1 + b_2X_2$$

next formula to calculate the coefficient regression:

$$\sum Y = an + b_1 \sum X_1 + b_2 \sum X_2$$
$$\sum X_1 Y = a \sum X_1 + b_1 \sum X_1^2 + b_2 \sum X_1 X_2$$
$$\sum X_2 Y = a \sum X_2 + b_1 \sum X_1 X_2 + b_2 \sum X_2^2$$
Furthermore this present study also tests if the regression model is significant as predictors, this use F-test according to (Irianto, 2010), see table 2. Then to go further to make sure that the predictors are valid and to understand the contribution of the predictor this study also calculates the coefficient correlation percentage in a formula.

\[ R^2 = \frac{SS_{b/a}}{\sum Y^2} \]

After the coefficient of correlation was calculated then this present study also conducting a test for the significant of the correlation coefficient using the F-test as suggested by Irianto (2010).

\[ F = \frac{R^2/k}{(1-R^2)/(n-k-1)} \]

Thus, this present study aimed was to understand the predictors model for the tennis serves velocities and how good is the model can predict the outcome. By using the anthropometric factors as predictors.

2. Research Method

The data were collected from MATCH DETAILS BY IBM SLAMTRACKER. The data give information about detailed players anthropometric detail such as age, height, and weight. BMI also calculated from the formula gives by weight divided with square height. From MATCH DETAILS BY IBM SLAMTRACKER this present studies also collected the average serves speed from each player’s in each round until round 3. This present study also doing ANOVA test to get understand whether there’s a difference between the mean of serves speed in each round for each of the players. This present study also conducted a normality test using two different types, first visual test by plotting the data, both for the dependent and independent variables. The second normality test was using the Shapiro Wilk test, because this test can accommodate p-value even though there are ties in the data. R Studio software was used to help with all of the calculations. Why uses R Studio to help the calculation, it is because R Studio is a open source software, so that we can avoid piracy issue on the research. R studio are widely used by professional in data science research (Hardley, 2020). (Marcous, 2020) in his article say that R studio can make the job a lot easier and can jump into the market in very short time. (Fox & Leanage, 2016) state in their research that R software is one of open source statistic software that can handle from easy to complicated data processing. But this present study also uses Microsoft Excel to make the calculation more accurate. And also manual calculation to ensure that the result was not contradicting.
3. Result

With the data presenting, this present studies first conducting normality test for the data, this test is important because it can determine what statistical uses to analyze the data later on whether it’s going to use parametric statistic if the data are normally distributed, or use Nonparametric if the data not normally distributed. This present study uses a visual test using a plot diagram to plot each variable. The principal plot method is to compare the data with a factor that in normal distribution this present studies used R Studio to help plot the data. Figure 1. shows the normality plot from the Age of the athlete. Figure 2. Show normality plot from Height. Figure 3. Show normality plot from Weight. And then figure 4. Show normality plot from BMI.

![Figure 1. Normality Plot ~ Age](image1)

![Figure 2. Normality Plot ~ Height](image2)

![Figure 3. Normality Plot ~ Weight](image3)
This present study also using ANOVA test for independent variables to see whether there is a difference in mean between serves speed in each round. The results indicated that a p-value of 0.9959 higher than α = 0.05, this finding suggests accepting the null hypothesis which brings the conclusion to state that there is no difference in the mean in each round, therefore this present study uses the total average speed as the dependent variable. The conclusion also matches when we used F test, the F test result is 0.0041 is significantly lower than F table with df 93 which is 3.09, therefore accept the null hypothesis at the level significant 0.05. describing various elements of anthropometric from the elite players that play in the US Open Grandslam 2019 Tournament. Table 3 presenting the descriptive statistic from the data such as mean, variance, and standard deviation. Also this present studies entering the BMI results and interpretation to the table And it shows complete anthropometric data from the descriptive characteristic. The results from the table show us that mean of the player heights is the lower compare to the mean of Weights, Age, and Body BMI which is 1.89 instead of respectively 82.93, 28.38, and 23.37. this can happen because of the presence of outliers data in other anthropometric characteristics except for heights. Because the calculation of the mean is also considering lower limit and upper limit from the data. In height for example with the mean value of 82.93, there are outliers in the data the players with the lower weights is SCHWARTZMAN, with weight in 64.10 kg then the heaviest player is ISNER with the weight of 108.2 kg this factor can make the mean of the data very large. The standard deviation from the mean tells us how tightly various of the sample are close to it's mean, so the lower the value of standard deviation shows that the closest the spreading of the data from it’s mean. This present studies indicate that height had the smallest standard deviation that’s indicating player's spread height is small then suggesting it is the same with the value of player's mean. While weights standard deviation is the higher among the data, it show’s that the mean can not represent the average of the weight from players. It's consistent with the finding that variance as a dispersion of the data show's higher value among the data which is 72.39. (consistent with its standard deviation) and height also consistent with the standard deviation which is the lowest value in the data 0.001. while age and body BMI had also low in value in variance, respectively 14.87 and 1.40.
Next table 4. shows the value of average speed from the player during 3 round matches in Roland Garros Grand Slams 2017. The data indicates that. Mean from the average speed from round 1, round 2, and round 3 respectively 169.3, 170.1, 170.0 in a glance it's not so different but because the present data from BAUTISTA-AGUT 154.67 km/hour and the most accelerated serve velocities from ISNER 187.33 km/hour. That's making the variance have a higher value on average is 82.61. even though the variance has a high value, but because in the real data the other data besides outliers had a very small dispersion. To create a valid regression model for a multivariate variable, first, we need to test the coefficient correlation between the independent variable, the result is presented in Table 5.

**Table 5. Coefficients Correlation Between Each Independents Variable**

<table>
<thead>
<tr>
<th></th>
<th>Age</th>
<th>Height</th>
<th>Weight</th>
<th>BMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>0.0382</td>
<td>0.0382</td>
<td>0.8575</td>
<td>0.0804</td>
</tr>
<tr>
<td>Height</td>
<td></td>
<td>0.0382</td>
<td>0.1056</td>
<td>0.0804</td>
</tr>
<tr>
<td>Weight</td>
<td>0.1056</td>
<td></td>
<td>0.1056</td>
<td></td>
</tr>
<tr>
<td>BMI</td>
<td>0.1524</td>
<td>0.0804</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The result indicates there's a low correlation between age and weight with value 0.03, next correlation between age and height is the low correlation with value 0.1056, next age and BMI the results low correlation next only variable height ≈ Weight had high correlation, other variable Height ≈ BMI, and Weight ≈ BMI indicate a moderate correlation.

Next table 6. shows the correlation between independent and dependent variables Because the coefficient correlation between age, body BMI and the average speed is relatively low -0.00949 and 0.1944 respectively, then these studies neglected those variables from the multivariate regression model. Only height and weight from the athlete are used as predictors to the dependent variable, 0.7456 and 0.7135 respectively.

**Table 6. Coefficient Correlation between Each Independent Variable to Dependent Variable**

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Age</th>
<th>Independent variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Serve Speed</td>
<td>0.00949</td>
<td>Weight 0.7135</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Height 0.7456</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BMI 0.1944</td>
</tr>
</tbody>
</table>
4. Discussion

After understanding the correlation between each of the variables, both independent and dependent, these present studies attempt to use the independent variable that has a higher coefficient correlation value as predictors to the dependent variables. Based on table 6, data, present studies concluded that only height and weight are relevant as predictors to the dependent variables. Next using the formula,

\[ \hat{Y} = a + b_1X_1 + b_2X_2 \]

This present study calculated the formula, and find that the regression model is intercept which represents \( a \) with the value of 34.8845, and \( b_1 \) represents height variable 58.6185, and \( b_2 \) represents the weight is 0.2991. then the result also suggests that the model is following normal distribution this after present studies plotting residual value from the equation with the minimal value of -11.4394, 1Q -2.4265 median -0.4883, 3Q is 4.4467, and maximal value of 9.8524. Plot results from R Studio on figure 5. indicate that the formula residual plots look like a bell curve.

![Figure 5. Residual Density Plot](image)

In table 7. A Highlighted result from the regression model, furthermore the * star indicates that there is a low significant level in the variable heights therefore high relationship exists between height with the avespeed as the dependent variable. This is also matched with the suggestion of the \( R^2 \) which is 0.5767 or regression model can predict 57.67% the cause of the serve average speed.

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Estimate</th>
<th>Standard E.</th>
<th>t value</th>
<th>Pr(&gt;l</th>
<th>t l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(intercept)</td>
<td>34.8845</td>
<td>35.0929</td>
<td>0.994</td>
<td>0.3284</td>
<td></td>
</tr>
<tr>
<td>Height</td>
<td>58.6185</td>
<td>27.2310</td>
<td>2.153</td>
<td>0.0398 *</td>
<td></td>
</tr>
<tr>
<td>Weight</td>
<td>0.2991</td>
<td>0.2509</td>
<td>1.192</td>
<td>0.2429</td>
<td></td>
</tr>
</tbody>
</table>

Finding in these recent study indicate that an anthropometric factor is used to make better understanding in tennis serve for the coaches (Whiteside et al., 2015). (Ulbricht et al., 2016) fitness characteristic are hold an important role in tennis performace game. Anthropometric factor such as height, weight, and body mass index are highly involved to determine the athlete performance in tennis sport.

These study also support the finding from previous studies that an anthropometric factors heights and weights are both significant contributors to tennis serve speed velocity (Bonato et al., 2015). (Söğer, 2017) find that age and gender are also part of conderation as contributors on tennis serve velocity. Other research find that body mass index and full body kinematics are significant contributors for the tennis serve velocity (Wong et al., 2014). (Baiget et al., 2016) tennis serve are the
most important shot in competitive tennis. And and Age, Body height, body mass are the base to select participant during the research to determine tennis serve speed velocity.

The main finding of this study was that player heights and weights was strongly related with the tennis serve velocity. the multivariate model uses to predict the tennis serve velocity have showed that player height and weight contribute 57.6% to the tennis serve velocity. but there some limitation in this study. First in determining tennis serve velocity in would be necessary to introduce player skill to calculation (Kolman et al., 2019). Another factor are worth for consideration is the psychological factor, such as anxiety, emotion control, and contextual information (Cocks et al., 2016). Gender as one of anthropometric factor in different studies shows as contributor in serve speed velocity (Cross, 2014). Another factor that should be introduce in presence of tennis serve velocity is matchplay characteristic (Reid et al., 2016) these research find that sex-related specific training is needed to improve tennis stroke performance such as first serve and serve return.

5. Conclusion and Recomendation

There were not all the anthropometric variables had significant levels to the average serves speed of the elite tennis player. Our data suggest that age and body BMI only contribute -0.00949 and 0.1944 respectively, so only height and weight of the player had a high correlation with the average serves speed form the player with the value of 0.7456 and 0.7135. therefor the linear model neglected the age and body BMI from the equation. Our data also suggest that the significance of the coefficient correlation from the model is 57.67% can predict the cause of the serve speed, but the other 42.33% was caused by another factor outside the model. These studies also find very low in standard deviation and variance 0.08 and 0.0001 respectively in heights of the player participating in this US Open Grand Slams with the mean of 1.89 m. Present study indicate that beside antropometric factor there are other factor can be affect to serve velocity, such as player skill both technical and tactical (Kolman et al., 2019). Concerning other physical characteristics in tennis this finding suggests that player heights should be put into consideration for professional tennis athletes.
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