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 Solar radiation constitutes a pivotal determinant influencing 
the efficacy of solar panels, wherein fluctuations may 

engender uncertainty regarding the generated power and 

subsequently affect the stability and dependability of solar 

power systems. The objective of this research is to formulate 

a method for the short-term prediction of solar radiation 

employing the XGBoost algorithm. This methodology 

encompasses data pre-processing, the implementation of the 

XGBoost model, and the evaluation of the model utilizing 

the RMSE, MSE, MAPE, and MAE metrics. The 

experimental findings reveal that the predictive model 

exhibits commendable performance, with MAE values 

recorded at 3.3823, MSE at 4001.60, RMSE at 63.26, and 

MAPE at 5.09%. Despite the presence of discrepancies 

between the predicted outcomes and the actual data, the 

overarching trend in the data demonstrates a commendable 

level of accuracy, with a mere deviation of 5%. These results 

suggest that the integration of XGBoost methodologies has 

the potential to enhance the precision of solar radiation 

predictions for adaptive solar panel systems. Subsequent 

research endeavors are anticipated to cultivate more robust 

models through the utilization of an expanded dataset and 

alternative machine learning combinatorial models to further 

refine predictions amidst diverse meteorological conditions. 
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1. INTRODUCTION 

 

 

Solar energy constitutes one of the most promising and feasible renewable energy sources 

for the sustainable generation of electricity [1]. The technology for solar power generation, 

particularly concerning photovoltaic panels, is undergoing rapid advancements in alignment 

with the escalating global demand for clean energy solutions [2]. Notwithstanding the inherent 

advantages of solar energy, such as its ubiquitous availability and negligible environmental 

impact, the efficiency of photovoltaic systems remains a significant challenge [3]. A principal 

determinant affecting this efficiency is the quantity of solar energy incident upon solar cells 

[4]. Fluctuations in atmospheric conditions, including but not limited to clouds, precipitation, 

fog, and atmospheric pollution, contribute to this variability [5]. These variations introduce 

uncertainties in the power output produced by solar cells, thereby influencing the stability and 

reliability of systems designed for solar-powered electricity generation [6]. Consequently, it is 

imperative to conduct research aimed at predicting and alleviating the effects of solar radiation 

fluctuations on the performance of solar cells, as this is vital for enhancing efficiency and 

facilitating the integration of solar energy into contemporary energy frameworks.  

Solar panels possess the capability to pursue the solar trajectory throughout the diurnal 

cycle, facilitated by apparatus known as solar tracking systems, which guarantees that the 

panels are perpetually aligned to optimize solar irradiance [7]. The efficacy of this 

technological advancement is profoundly contingent upon the precision of contemporaneous 

estimations regarding the intensity of solar radiation [8]. Accelerated adjustments in the 

positioning of panels are rendered feasible through precise forecasts of these fluctuations in 

radiation, which can ultimately augment energy production. Nonetheless, short-term solar 

radiation is characterized by considerable dynamism and is subject to a plethora of 

meteorological variables, including cloud cover, humidity levels, and air quality, thereby 

complicating the prediction process [9]. The intricate and swift transitions inherent in these 

patterns frequently elude the capabilities of conventional linear regression forecasting 

methodologies [10]. Consequently, novel approaches are requisite to enhance the fidelity of 

solar radiation predictions over exceptionally brief temporal intervals. 

Solar photovoltaic systems possess the capability to follow the solar trajectory throughout 

the diurnal cycle, facilitated by devices known as solar tracking systems, which guarantee that 

the panels maintain optimal orientation to maximize solar irradiance [11]. The effectiveness of 

this technological advancement is significantly contingent upon the precision of real-time 

forecasts regarding the intensity of solar radiation [12]. The expediency of panel orientation 

adjustments is enhanced by accurate anticipations of fluctuations in solar irradiance, which 

may ultimately augment energy production [13]. Nonetheless, short-term solar radiation 

exhibits a high degree of variability and is subject to a multitude of meteorological influences, 

including cloud cover, humidity levels, and air pollutants, rendering accurate prediction a 

formidable challenge [14]. The intricate and swift alterations in these phenomena are frequently 

too complex to be effectively captured by conventional linear regression forecasting 

methodologies [15]. Consequently, innovative approaches are requisite to enhance the 

precision of solar radiation predictions over exceedingly short temporal intervals [16]. 

Hammad Ali Khan et al. elucidated the transformative potential of quantum machine 

learning in the domain of renewable energy forecasting by surmounting the constraints inherent 

in conventional methodologies, particularly in contexts characterized by limited data 

availability. In their investigation, the application of deep learning techniques for solar 

radiation forecasting was employed. Murugesan S., M. Mahasree, et al. innovated a solar 

energy prediction framework predicated on machine learning, incorporating post-processing 

optimization and data integrity, and attained an absolute error percentage of 4.7% and 6.3% 
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under cold and hot conditions, respectively [17]. In this manuscript, Rajnish et al. ascertained 

that the hyperparameter-optimized deep learning GA-CNN algorithm exhibited superior 

performance relative to alternative methodologies such as LSTM, KNN-SVM, and CNN-RNN 

in the forecasting of photovoltaic energy, as determined by performance metrics including 

RMSE, MAE, MSE, and R-Square [18]. 

Huang et al. formulated an optimal random forest model for predisolar cells, attaining an 

accuracy increase of 13.48% over support vector regression while elucidating donor-acceptor 

configurations and essential constituents such as benzene-1,2-diamine and sulfur-nitrogen 

bonds, which are pivotal for enhancing operational efficiency [19]. uses the extreme gradient 

gain (XGBoost) regression algorithm to predict solar power, utilising historical hourly solar 

radiation data from the city of Johannesburg as the training dataset. Obiora C. N.Ali A et al. 

used the extreme gradient gain (XGBoost) regression algorithm to predict solar power, utilising 

historical hourly solar radiation data from the city of Johannesburg as the training dataset [20]. 

The principal contribution of this scholarly investigation lies in the forecasting of short-term 

solar radiation utilizing the XGBoost algorithm [21]. The XGBoost methodology has rendered 

substantial advancements in the forecasting of very short-term solar radiation (15–60 minutes 

in advance), particularly within the framework of solar energy systems [22]. Its proficiency in 

managing non-linear and intricate datasets renders it more advantageous than linear or single-

tree models, especially in enhancing the precision of real-time predictions. 

With respect to its adaptability, XGBoost demonstrates the proficiency to handle diverse 

forms of input including meteorological data, temporal variables, and historical radiation 

metrics [23]. Furthermore, this algorithm offers a feature importance assessment, which 

facilitates the identification of the most significant variables, thus enhancing the 

comprehension of localized atmospheric dynamics. 

In summary, the contributions of XGBoost encompass enhanced precision, computational 

efficacy, versatility in application, and interpretability, all of which hold significant relevance 

in the advancement of contemporary intelligent and adaptive solar energy systems[24]. 

2. METHODS 

 

In the present investigation, the Extreme Gradient Boosting (XGBoost) technique was 

employed as the primary algorithm for forecasting ultra-short-term solar radiation values, 

encompassing a predictive time frame of 15 to 60 minutes in advance. The rationale for the 

selection of XGBoost was predicated on its proficiency in modeling non-linear and intricate 

interrelationships among input variables, in addition to its demonstrated capacity to attain 

elevated accuracy levels in a variety of renewable energy forecasting research endeavors. 

XGBoost represents a sophisticated ensemble algorithm known as gradient boosting 

decision tree (GBDT), which operates by incrementally constructing predictive models. Each 

subsequent model that is developed aims to rectify the prediction inaccuracies generated by its 

predecessor. This iterative process continues until a level of optimal performance is attained. 

Furthermore, XGBoost possesses the capability to modify regularization parameters 

(encompassing both L1 and L2), thereby yielding models that exhibit enhanced stability and a 

diminished likelihood of overfitting. 

In the execution phase, the XGBoost algorithm was employed to analyze input data 

comprising meteorological variables including temperature, humidity, atmospheric pressure, 

temporal indicators (hour, day, month), and lagged values from antecedent radiation 

measurements. Initially, all data underwent normalization utilizing a Standard Scaler to ensure 

uniformity in the scale across the various features. Subsequently, the dataset is separated into 
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training and testing portions in an 80:20 ratio, while the XGBoost model is trained with 

standard parameters and assessed based on predictive metrics including Mean Absolute Error 

(MAE), Root Mean Squared Error (RMSE), R-squared (R²), and Mean Absolute Percentage 

Error (MAPE)  [25]. 

This study's utilization of XGBoost is further substantiated by feature importance analysis 

to ascertain the input variables that most significantly influence the prediction outcomes. This 

aids in model interpretation and enhances the optimization of predictive systems in practical 

applications, such as energy management in photovoltaic systems. 

XGBoost is regarded as a better method for predicting dynamic, short-term solar radiation 

because to its high accuracy, computing efficiency, and interpretative capabilities, which are 

influenced by numerous environmental conditions. 

2.1. Material 

This research employed a diverse array of materials and ancillary devices, encompassing 

historical datasets, hardware components, software applications, and programming libraries, to 

facilitate the development and evaluation of a brief solar radiation forecasting model 

employing the Extreme Gradient Boosting (XGBoost) methodology. The primary dataset 

utilized in this research comprises historical global solar radiation measurements acquired from 

localized sensors or meteorological stations, featuring a temporal resolution of 15 minutes. In 

conjunction with radiation data, ancillary meteorological variables were also incorporated, 

including: 

• Current data 

• Voltage data 

• Power 

• Radiation 

• Air temperature (°C) 

• Relative humidity (%) 

• Wind speed (m/s) 

• Time data (hours, days, months) 

• Lag value from previous radiation 

 

Figure 1 show the process if collecting solar radiation data. Data was collected over a three-

day period from 31 September 2024 to 2 October 2024, on the 4th floor of Building A8, Faculty 

of Engineering, Unesa. A total of 76 samples were examined. 
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Figure 1. The process of collecting solar radiation data during a specific period of time.. 

2.2 EXTREME GRADIENT BOOSTING (XGBOOST) 

XGBoost is a machine learning approach based on ensemble learning that integrates many 

decision trees sequentially through gradient boosting methods. Figure 2 show the flowchart of 

the XGBoost method that applied in this reasearch. This method involves constructing each 

subsequent tree to enhance the residual error of its predecessor, hence increasing the model's 

accuracy with each iteration. The advantage of XGBoost lies in: 

• Its ability to handle non-linear and complex relationships between features, 

• High computational efficiency due to training processes carried out with gradient-based 

optimisation, 

• Support for regularisation (L1 and L2) to avoid overfitting. 

 

Figure 2. An overview of the method XGBOOST in this experiment. 
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2.3 Evaluation 

This study employed XGBoost to forecast short-term solar radiation values utilizing 

meteorological and temporal information. The model was trained on historical data with an 

80% training ratio and a 20% testing ratio. The performance evaluation utilized MAE, RMSE, 

R², and MAPE indicators [26]. 

1. MSE 

𝑀𝑆𝐸 =
1

𝑀
∑ (

𝑚

𝑖=1
𝑋𝑖 − 𝑌𝑖)2      (1) 

         MSE calculates the average square difference between actual values and predicted          

values. This metric is sensitive to outliers because it uses the square of the error. 

2. MAE 

                                   𝑀𝐴𝐸 = (
1

𝑀
) ∑ |𝑚

𝑖=1 𝑋𝑖 − 𝑌𝑖|             (2) 

MAE is the average of the absolute differences between the actual values and the 

predicted values. This metric provides a more direct interpretation of the error 

compared to MSE.RMSE 

                                  𝑅𝑀𝑆𝐸 = √(
1

𝑀
)(𝑋𝑖 − 𝑌𝑖)2             (3) 

3. RMSE is the square root of MSE and provides an interpretation on the same scale as 

the original data, making it easier to understand in practical terms.MAPE 

                                𝑀𝐴𝑃𝐸 = 100% 𝑥(
1

𝑀
) ∑ |

𝑌𝑖−𝑋𝑖

𝑌𝑖
|

𝑚

𝑖=1
               (4) 

          MAPE measures relative error as a percentage, making it useful for comparing model   

performance on data sets with different scales. 
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3. RESULTS AND DISCUSSION 

3.1. Results 

 

Figure 3.  Voltage Data Graph 

Figure 3. Voltage Data Graph. This figure illustrates the voltage measurements recorded 

during the observation period. It shows the electrical potential generated by the solar panel 

system, which fluctuates based on the level of solar radiation. 

 

 

Figure 4. Current FLOW Data Graph 

Figure 4. Current Flow Data Graph. This graph displays the electric current (amperage) 

flowing through the system. Variations in current values are directly affected by changes in 

solar irradiance and environmental conditions. 
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Figure5. Power Graph current 

Figure 5. Power Graph. This chart presents the electrical power output of the solar system. 

Power is the product of voltage and current, and its consistency indicates stable system 

performance under the observed conditions. 

 

 

Figure 6. Temperature Graph 

Figure 6. Temperature Graph. This graph shows the ambient temperature during the data 

collection period. Temperature affects the efficiency of photovoltaic cells and is a critical factor 

in solar radiation modeling. 
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Figure 7. Humidity Graph 

Figure 7. Humidity Graph. This figure represents the relative humidity levels. High humidity 

can impact solar irradiance due to increased water vapor, influencing both power output and 

prediction accuracy. 

 

 

Figure 8. Velocity Wind Graph 

Figure 8. Wind Speed Graph. This chart depicts wind speed variations. Wind can affect 

panel temperature regulation and dust dispersion, indirectly influencing solar panel 

performance. 
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Figure 9. Irradiance Graph 

Figure 9. Irradiance Graph. This graph presents the solar radiation (irradiance) 

measurements recorded by sensors. It reflects the actual sunlight intensity received and serves 

as the primary variable for prediction. 

This data was recorded over three consecutive days, namely on 29, 30 September, and 1 

October 2024. This dataset provides a comprehensive overview of the environmental and 

operational conditions during this period and will serve as the basis for training the XGBoost 

model. . 

 

Figure 10. Graph prediction 
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Figure 10. Prediction Graph. This figure compares actual and predicted solar radiation 

values using the XGBoost model. The prediction closely follows the actual data trend, 

especially between 13:45 and 15:00, indicating high model accuracy. According to the attached 

graph, our radiation forecasts remain accurate until a maximum of 15:00. The graph post-15:00 

is not suitable for prediction due to its repetitive nature beyond that time. Table 1 shows the 

projected solar radiation forecast from 13:45 to 15:00 (in 15-minute intervals). 

Table 1. Projected Solar Radiation Forecast from 13:45 to 15:00 

Time Predicted  Radiation (±) 

13:45 1110 W/m² 

14:00 1111 W/m² 

14:15 1111 W/m² 

14:30 1112 W/m² 

14:45 1111 W/m² 

15:00 1110 W/m² 

 

The XGBoost model predicts stable values in the range of 1109–1112 W/m² without extreme 

fluctuations, indicating consistent clear/normal conditions and making it very useful for 

regulating solar power system output or load in the near future. 

4. CONCLUSION 

 

The investigation and application of a predictive model employing the Extreme Gradient 

Boosting (XGBoost) algorithm reveal its remarkable effectiveness in anticipating very short-

term solar radiation levels, particularly within a 15 to 60-minute interval. XGBoost proficiently 

discerns complex non-linear correlations between meteorological variables and time with 

exceptional accuracy, demonstrating reliable performance marked by low prediction error 

values as per model evaluation results in table 2. 

 

Table 2. Model Evaluation Results 

MODEL Result 

MSE  4001.60 

RMSE 63.26 

R²   0.69 

MAPE 5.09% 

 

The main advantages of XGBoost in this context include computational efficiency, 

versatility with various input data formats, and the ability to evaluate results through feature 

importance analysis. This model demonstrates reliability in real-time prediction scenarios, as 

proven by consistent forecast results between 13:45 and 15:00, featuring stable and realistic 

radiation values. 

 

These findings corroborate earlier research, including that of Rajnish et al. [18], which 

indicated that deep learning models, specifically GA-CNN, exhibited enhanced performance 
in photovoltaic energy forecasting relative to conventional approaches. Moreover, Obiora et al. 

[20] discovered that XGBoost had superior accuracy in predicting solar irradiance utilizing 

historical data, hence affirming its proficiency in addressing short-term variability across 

various meteorological situations. Likewise, the research of Cortez et al. [22] demonstrates that 

XGBoost surpassed ARIMA and LSTM in extremely short-term solar forecasting, particularly 

in contexts where computational efficiency and real-time responsiveness are paramount. 
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XGBoost is thus advocated as an efficient and cost-effective predictive technique for data-

driven solar energy systems, especially in the realms of power management, dynamic load 

regulation, and energy storage system oversight during brief time intervals. This research 

substantially aids the adoption of artificial intelligence in the renewable energy sector, while 

concurrently fostering opportunities for further development in IoT-based systems and edge 

computing. 
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