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 Identifying cat breeds is often challenging, mainly due to the 
similarity of physical features between breeds and the high 

frequency of crossbreeding. This study aims to develop a cat 

breed classification system based on facial features, 

especially ear shape and facial structure, using the K-Nearest 

Neighbors (K-NN) algorithm. Five cat breeds—Bengal, 

British Shorthair, Mainecoon, Persian, and Sphynx—were 

used as test objects with 50 test data. The evaluation results 

show that the K value dramatically affects the system's 

accuracy, with the highest accuracy of 90% achieved at K 

values = 4, 5, and 7. The Bengal breed showed the highest 

classification accuracy of 100%, while the Sphynx breed 

performed the lowest in several scenarios. These findings 

confirm that facial features are relevant and effective 

parameters in cat breed identification and that the K-NN 

method can be a lightweight yet accurate classification 

solution. This study contributes to developing an image 

recognition system based on specific visual features for pet 

classification. 
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1. INTRODUCTION  

Cats are one of the most popular pets in the world, with a vast population and breed 

diversity[1], [2]. However, purebred cats only make up about 1% of the total cat population, 

with the remainder consisting of domestic or mixed-breed cats[3], [4], [5], [6]. This diversity, 

coupled with the high crossbreed rate between breeds, often makes it difficult for owners and 

practitioners to identify cat breeds[7] accurately. Each cat breed has distinctive morphological 

characteristics, such as body shape, fur texture and color, and facial and ear structure. However, 

in practice, identifying breeds based on these characteristics is not always easy to do visually, 

especially by the general public. Misperceptions often occur, such as considering all cats with 

thick fur as Angora or Persian breeds[1]. This complexity requires an accurate, reliable, and 

easy-to-use breed identification system. 

Along with the advancement of technology in the era of artificial intelligence (AI), image 

recognition methods have become a promising approach in visual object classification, 

including pet breed identification. Various approaches have been developed, from conventional 

classification to deep learning-based approaches. One relatively simple but effective 

classification method is K-Nearest Neighbors (K-NN). Several previous studies have shown 

that K-NN can achieve a high level of accuracy in cat breed classification, with results reaching 

up to 94% accuracy based on six physical attributes[3]. However, most of these studies still 

focus on general features such as body shape and fur length, while more distinctive facial 

features have not been explored in depth. 

Facial features—especially ear shape and facial contour—have great potential as parameters 

for differentiating between breeds. Therefore, this study aims to develop a cat breed 

classification system based on the K-NN method, primarily focusing on facial and ear features. 

This approach enriches scientific studies in pattern recognition and visual classification and 

contributes to developing a more precise and practical breed identification system. 

This study is expected to produce a more accurate, efficient, and applicable classification 

model by integrating the K-NN method and utilizing more specific facial features. The results 

of this study can provide real benefits for cat owners, breeders, and cat lover communities in 

recognizing and understanding the characteristics of each breed more objectively and based on 

data. 

2. METHODS 

The system developed in this study consists of several main stages, as shown in Figure 1. 

The first stage is image acquisition, where the system receives input images to be further 

processed. The images used are images of cats, with 150 images, consisting of 100 images for 

training data and 50 for testing data. 

The next stage is preprocessing, which aims to prepare the image to be suitable for the 

feature extraction process. At this stage, the image is converted to grayscale format, and image 

size normalization is performed to standardize the input dimensions. 

After that, the system performs feature extraction by combining two methods: Histogram of 

Oriented Gradients (HOG) and Gray Level Co-occurrence Matrix (GLCM). HOG is used to 

capture information about the shape or contour of objects in the image, while GLCM is used 

to extract texture features from the image. The results of these two extraction methods are then 

combined into one feature vector. 
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Figure 1. Overall System Flow Diagram. 

The final stage is classification using the K-Nearest Neighbor (KNN) algorithm. This 

algorithm determines the class of the input image based on the closest distance to the labeled 

training data. The classification process is done by finding the value of k nearest neighbors 

based on the Euclidean distance of the input image feature vector to the training data. 

To clarify the system’s input and output components, the input to the system is a 

preprocessed grayscale image of a cat, which is transformed into a numerical feature vector 

through the combination of HOG and GLCM feature extraction. These feature vectors serve as 

the input for the classification process. The output of the system is a predicted class label that 

represents the breed of the cat. In this study, the classification is limited to five predefined 

clusters, corresponding to five distinct cat breeds: Bengal, British Shorthair, Mainecoon, 

Persian, and Sphynx. Thus, the system performs a multiclass classification task with five output 

categories. The prediction is made using the K-Nearest Neighbor algorithm, which assigns a 

class based on the majority class among the k nearest training samples in the feature space. 

2.1. Image Acquisition 

The initial stage in this research begins with the image acquisition process, namely, taking 

pictures of cat objects as the primary data. All images used were obtained directly from the cat 

lover community in the Lamongan area, East Java. The images were taken in natural conditions 

without artificial backgrounds to represent more realistic image variations in the actual 

environment. The device used for image capture is the Redmi Note 11 cellphone camera, which 

has a primary camera capability of 50 MP, sufficient to produce sharp and clear image quality. 

All images are saved in JPEG format and at their original resolution before the pre-processing 

stage. 

The total number of images successfully collected and used in this study was 150 in five 

different breeds: Bengal, British Shorthair (BSH), Mainecoon, Persian, and Sphynx. Each class 

consists of 30 images, so that the dataset is balanced. For the purposes of training and system 

evaluation, the dataset is divided into two parts, namely 100 images used as training data and 

50 images as testing data. This division, with a ratio of 2:1, is intended to provide sufficient 

data in the training process while allowing for a representative evaluation of classification 

performance. The training data is used to build a classification model using the K-Nearest 
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Neighbors (K-NN) algorithm, while the testing data is used to measure the accuracy of the 

system built. 

2.2 Preprocessing 

Image preprocessing is an essential initial stage in a digital image processing system to 

improve image quality and prepare it for the feature extraction stage. In this study, the images 

obtained from the acquisition process were first converted from RGB color format to grayscale. 

This process aims to simplify visual data without eliminating important information related to 

texture and shape, which are the basis for feature extraction. 

In addition to color conversion, an image size normalization process is also carried out to 

equalize the dimensions of all images to be processed and minimize differences in spatial 

attributes between data. The image size is 256 × 256 pixels to balance detailed representation 

and computational efficiency. This pre-processing process is carried out consistently on 

training and test data to maintain the uniformity of input data at the feature extraction stage.

2.3 Feature Extraction 

After going through the pre-processing stage, the cat image, converted into grayscale format 

and normalized in size, is processed at the feature extraction stage. This stage aims to obtain a 

numerical image representation as a feature vector containing important information, such as 

shape and texture, for classification. In this study, feature extraction was done by combining 

two methods: Histogram of Oriented Gradients (HOG) and Gray Level Co-occurrence Matrix 

(GLCM). 

The extraction results from these two methods are then combined (concatenated) into one 

combined feature vector representing each cat image in shape and texture. This vector is used 

as input in the classification stage. 

2.3.1 Histogram of Oriented Gradients (HOG) 

In this study, the Histogram of Oriented Gradients (HOG) method is used as one of the 

techniques in the feature extraction process because of its ability to capture the shape and 

structure of the object's edge effectively[8], [9], [10]. The HOG process begins with converting 

the input image into grayscale format to simplify the gradient calculation without reducing 

crucial structural information. 

Next, horizontal (Gx) and vertical (Gy) gradients are calculated using derivative operators 

to detect changes in pixel intensity. These results calculate the gradient magnitude and 

orientation for each pixel. The image is then divided into small cells (e.g., 8×8 pixels), and at 

each cell a gradient orientation histogram is calculated, where each bin represents a certain 

angle and is weighted based on the gradient magnitude. 

To improve the robustness to lighting and contrast variations, some cells are grouped into 

blocks (e.g., 2×2 cells), and the histogram of each block is normalized. This normalization 

process improves the reliability of the descriptor under different lighting conditions. Finally, 

all the normalized histograms from all the blocks are combined into a single HOG feature 

vector representing the structural patterns in the image and used as input in the classification 

stage as shown in Figure 2. 
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Figure 2. Feature Extraction Process Using HOG. 

 

2.3.2 Gray Level Co-occurrence Matrix (GLCM) 

A feature extraction process is carried out using the Gray Level Co-occurrence Matrix 

(GLCM) method to obtain texture information from the image[11] shown in Figure 3. This 

process begins by entering the image as input. The initial step is to convert the image from 

RGB format to grayscale, because GLCM works at the gray intensity level, representing the 

variation in the gray level of pixels in the image. 

 

Figure 3. Texture Feature Extraction Process with GLCM[12]. 
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After the image is converted to grayscale, the GLCM matrix is calculated, representing the 

frequency of occurrence of a particular pair of pixel intensity values with a certain distance and 

direction. This matrix extracts several main texture statistical features: contrast, energy, 

homogeneity, and correlation[13], which are calculated by Eq. (1), (2), (3), and (4), 

respectively.  

Contrast =  ∑ ∑(𝑖 − 𝑗)2

𝑁−1

𝑗=0

∗ 𝑃(𝑖, 𝑗)

𝑁−1

𝑖=0

 
(1) 

Energy =  ∑ ∑ 𝑃(𝑖, 𝑗)2

𝑁−1

𝑗=0

𝑁−1

𝑖=0

 

(2) 

Homogeneity =  ∑ ∑
𝑃(𝑖, 𝑗)

1 + |𝑖 − 𝑗|

𝑁−1

𝑗=0

𝑁−1

𝑖=0

 
(3) 

Correlation =  ∑ ∑
(𝑖 − 𝜇𝑖)(𝑗 − 𝜇𝑗)𝑃(𝑖, 𝑗)

𝜎𝑖𝜎𝑗

𝑁−1

𝑗=0

𝑁−1

𝑖=0

 
(4) 

 

These features provide a representative picture of the texture of an image. For example, 

contrast indicates the level of intensity difference between pixels, energy indicates the 

uniformity of the pattern, homogeneity reflects the similarity of adjacent pixel values, and 

correlation measures the extent to which pixels are linearly related to each other. The resulting 

features are then used as input in the classification process. 

2.4 K-Nearest Neighbor (KNN) 

After the feature extraction process is completed using the Histogram of Oriented Gradients 

(HOG) and Gray Level Co-occurrence Matrix (GLCM) method, the next step is to classify the 

image data using the K-Nearest Neighbor (K-NN) algorithm, as shown in Figure 4. K-NN was 

chosen because of its simplicity in implementation and effectiveness in handling distance-

based classification problems. 

The classification begins by loading the extracted feature data from the training and test 

data. The parameter value k, representing the nearest neighbors, is determined first, as this 

value will significantly affect the classification performance. Furthermore, the Euclidean 

distance is calculated against all training data for each test data point to measure the closeness 

between features[14], [15], [16], [17]. The distance between a test sample x and a training 

sample xi with n features is computed using the Euclidean distance formula, as shown in Eq. 

(5). 

𝐷(𝑥, 𝑦) =  √∑(𝑥𝑖 − 𝑥𝑖𝑗)2

𝑛

𝑗=1

 

(5) 

After calculating the distance, all training data are sorted by the closest distance to the test 

data. Then, the k closest training data (nearest neighbors) are selected to be used as the basis 

for making classification decisions. The class of the test data is determined based on the most 

common classes from the k nearest neighbors. Thus, each test data point can be classified into 

the most appropriate class based on features similar to the existing training data. 
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Figure 4. Classification Process with KNN. 

 

3. RESULTS AND DISCUSSION 

3.1. Results 

Figure 5 shows the classification accuracy results of five cat breeds against variations in the 

K value in the K-Nearest Neighbor (KNN) algorithm, with each class having 10 test data. Each 

accuracy value displayed represents the percentage of test images successfully classified 

correctly. The Bengal breed showed the most stable classification performance with 100% 

accuracy consistently across all K values from 1 to 10, meaning that all 10 test images were 

always classified correctly regardless of the variation in the K value. This shows that the visual 

features of Bengal are powerful and distinctive, making them easily distinguishable by the 

system. 

In contrast, the Sphynx breed shows the most significant fluctuation. At K = 1, its accuracy 

reaches 60%, then drops drastically to 40% at K = 2, meaning only 4 out of 10 images are 

correctly recognized. After that, its performance increases gradually, namely 70% at K = 3, 

80% at K = 4, 5, 6, and 9, then peaks at K = 7 with 90% accuracy, before dropping again to 

70% at K = 8 and 60% at K = 10. This variation indicates that the visual features of the Sphynx 

tend to be less contrasty or similar to other breeds, making it difficult for the model to perform 

stable classification. 

The British Shorthair (BSH) breed also shows fluctuations, although not as extreme as the 

Sphynx. Its accuracy is at its lowest at K = 1 at 60%, then increases to 70% at K = 2 and 3, and 

peaks at K = 4 at 90%. After that, the accuracy drops slightly to 80% at K = 5 and 6, then drops 
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back to 70% at K = 7 to K = 10. This shows that the system is quite sensitive in classifying 

BSH, and the accuracy depends on selecting the correct K value. 

The Mainecoon breed performed quite stably with an accuracy of 90% at K = 1, then 

dropped to 80% at K = 2, 3, and 4. Then, its performance reached a maximum point of 100% 

at K = 5, 6, and 7, maintaining a high accuracy of 90% at K = 8 and 9, before finally dropping 

to 70% at K = 10. This indicates that the K value in the range of 5–7 is the best configuration 

for distinguishing the Mainecoon breed. 

The Persian breed shows consistent performance with an accuracy of 80% at K = 1 and 2, 

increasing to 100% at K = 3, dropping slightly to 90% at K = 4, and then rising back to 100% 

at K = 5. After that, Persian maintains an accuracy of 90% at K = 6 to K = 10. These results 

indicate that the system can recognize the Persian breed well and stably, although there is still 

a slight decrease at low K values. 

Overall, the figures in the graph show that the K value significantly impacts the 

classification's stability and accuracy. The values of K = 4, 5, and 7 generally produce the 

highest accuracy and a relatively even distribution between classes, so they can be considered 

optimal values. The explanation of each point in this graph reinforces the understanding that 

accuracy is not just a statistical number, but also reflects how well the visual features of each 

race can be represented and distinguished by the facial feature-based classification system. 

These results show that the K value significantly affects the classification performance. K 

values = 4, 5, and 7 provide the best results with high accuracy and relatively balanced 

distribution between classes, so they can be considered optimal values for the dataset and 

features used. Conversely, K values that are too small (e.g., K = 1) or too large (K = 10) tend 

to produce less stable performance on some classes[18]. 

 

Figure 5. KNN Classification Accuracy Graph per Class. 

 

3.2. Discussion 

The results of the cat breed classification experiment using the K-Nearest Neighbor (KNN) 

algorithm with a combination of HOG and GLCM features show that the selection of the K 

value significantly affects the model performance. Consistently, the values of K = 4, 5, and 7 
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provide the highest accuracy of 90%, while K values that are too small (K = 1, 2) or too large 

(K = 10) produce less stable performance. This finding aligns with the basic principle of KNN, 

where too few neighbors are susceptible to outliers, while too many can lead to over-

generalization and loss of local details. 

Regarding class, the Bengal breed achieved the highest performance, with 100% accuracy 

at all K values. This indicates that the shape and texture features of the Bengal breed are quite 

distinctive and easy to recognize, even in a simple classification scenario such as KNN. In 

contrast, the Sphynx breed showed relatively high accuracy variability, even reaching a low of 

40% at K = 2. This phenomenon can be explained by the high visual similarity between the 

Sphynx and some other breeds, especially due to the plain skin texture and minimal fur details, 

which make the features from HOG and GLCM less able to provide sharp discrimination. 

Classes such as British Shorthair (BSH) and Persian also show fluctuating accuracy. This 

indicates that although the features used can capture the general shape and texture structure, 

there are some cases of visual ambiguity between breeds that require exploration of additional 

features, such as coat color or other morphological traits, which are not fully covered by the 

combination of HOG and GLCM. 

The results of this study showed a maximum accuracy of 90%, comparable to previous 

research[3], which used the K-NN method with six physical attributes and achieved an 

accuracy of 94%. This difference in accuracy can be explained by the differences in the features 

used. Previous research used a combination of body attributes such as fur length, color, and 

size, while this study only utilized facial features. In addition, the study only used two types of 

cats: the Angora and Kampung. Another study conducted by Rahmat[1] using the CNN method 

gave lower results with an accuracy of 77.62%. Meanwhile, when compared, the research 

conducted by Ramadhani[6], Prasetyo[7], and Mulyana[19] also gave higher results. 

Compared to deep learning-based approaches, the KNN method has several advantages, 

including ease of implementation, computational efficiency, and ease of interpretation of 

results. This makes KNN a lightweight and practical alternative, especially for rapid 

identification systems implemented on devices with limited resources, such as mobile 

applications or animal adoption systems. However, the KNN model also has limitations, 

especially when dealing with data that has similar visual characteristics between classes. This 

can be seen in the classification results for the Sphynx breed, which experienced quite large 

fluctuations in accuracy due to the lack of contrasting visual characteristics on the face of this 

type of cat. 

The facial feature-based approach proposed in this study is an effective solution for cat breed 

recognition, mainly when applied to frontal or close-up facial images. This approach is suitable 

for applications that emphasize speed, are lightweight in computation, and do not require a 

complex training process, making it potentially suitable to be adopted in developing image-

based pet identification systems in the real world. 

4. CONCLUSION 

This study shows that the K-Nearest Neighbors (K-NN) method effectively classifies cat 

breeds based on facial features, especially ear shape and facial structure, with the highest 

accuracy reaching 90% at K values = 4, 5, and 7. These results indicate that facial features have 
significant potential as discriminatory parameters between breeds, with the highest 

performance achieved in the Bengal breed and the lowest performance in the Sphynx breed. 

This approach offers higher efficiency and specificity than previous studies that focused on 

general body features.  
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However, the system's accuracy could be further improved by incorporating additional 

morphological features, such as fur color, pattern, or head proportions. Future work may 

explore the use of deep learning-based approaches, such as Convolutional Neural Networks 

(CNNs), which are capable of learning more complex and abstract features directly from raw 

images. Additionally, increasing the size and diversity of the dataset and experimenting with 

hybrid classification models could further enhance the system’s robustness and generalization. 

This study provides a useful foundation for the development of accurate, lightweight, and 

practical cat breed identification systems applicable to mobile devices, veterinary use, and 

animal welfare platforms. 
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