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Energy efficiency in residential buildings has 

become an important field of study given the increasing 

global energy demand and environmental concerns. 

Residential buildings account for the majority of global 

energy consumption, making it an important focus for 

strategies aimed at reducing carbon footprint and improving 

energy utilization. There are several factors that affect 

energy efficiency, including Relative Compactness, Surface 

Area, Wall Area, Roof Area, Overall Height, Orientation, 

Glazing Area, Glazing Area Distribution. This study aims to 

simplify and reduce these factors so as to obtain the dominant 

factors that affect the energy efficiency of residential 

buildings using the Principal Component Analysis (PCA) 

analysis method. Based on the description of the results of 

the study, 3 factors were obtained that most influenced, 

namely: The first factor (X8) is the most dominant factor 

with an eigenvalue of 1556.39648. The second factor (X7) 

consists of an eigenvalue of 99.2431641. The third factor 

(X6) with an eigenvalue of 0.8. The three factors (X8 to X6) 

can be assumed to be the most dominant factors that affect 

energy efficiency in the house. So that from the eight 

variables analyzed using Principal Component Analysis 

(PCA), 3 variables were obtained that became the dominant 

factors that affect the energy efficiency of residential houses, 

namely Glazing Area Distribution, Glazing Area and 

Orientation. 
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1. INTRODUCTION  

Currently, energy consumption is a very important topic around the world, according 

to  the World Energy Council, global energy demand is expected to double by 2050 [1]. Energy 

efficiency in residential buildings has become an important area of study given the increasing 

global energy demand and environmental concerns [2]. Residential buildings account for the 

majority of global energy consumption, making them an important focus for strategies aimed 

at reducing carbon footprints and improving energy utilization [3]. Understanding the factors 

that affect energy efficiency is essential for designing effective interventions and policies to 

achieve sustainability goals [4]. The complexity of energy efficiency in housing lies in the 

many interrelated factors that affect it. These factors include building design, materials, 

insulation, HVAC systems, occupant behavior, and local climatic conditions [5]. Analyzing 

these variables comprehensively poses a challenge, as they often exhibit multicollinearity and 

high dimensions, making traditional statistical approaches less effective in capturing the impact 

of their combinations.[6] 

Major Component Analysis (PCA) is a multivariate statistical technique that linearly 

transforms the shape of a group of original variables into a smaller, uncorrelated set of variables 

that can represent information from the original set of variables [7]. PCA will identify patterns 

in the dataset, find similarities and differences between each attribute as it serves as a powerful 

model for analyzing data [8]. A covariance matrix is calculated where the results are used in 

calculating the eigenvector and eigenvalue and the eigenvector with the highest eigenvalue is 

chosen as the main component of the established data because it shows the most significant 

relationship between the attributes of the dataset [9]. 

In the previous study researched by Wangge [10] by reducing the factors that affect the 

length of completion of the thesis of Mathematics Study Program students. The data used in 

the study was primary data from interviews with 50 students with 13 variables and the results 

of 10 selected variables were obtained. Khikmah [11] has also conducted research using the 

PCA method in determining the dominant weather factors for the spread of the Covid-19 

outbreak in Surabaya. The results of the study are that there are 3 components that affect the 

spread of the virus, namely temperature, humidity, and duration of sunlight. Further research 

related to the PCA method was also carried [12] in reducing the variables that affect the 

improvement of rat kidney function from 8 variables to 3 variables. 

Principal Component Analysis (PCA) has emerged as a powerful statistical tool to 

address these challenges. Converting a large set of correlated variables into a small number of 

principal components that are not correlated, PCA allows researchers to identify the most 

dominant factors influencing a particular outcome [13]. In the context of energy efficiency, 

PCA provides a systematic approach to reducing data complexity while retaining the most 

important information, thus facilitating better decision-making. 

In addition to data with a large number of variables, this PCA method can also be used 

on data that has a large correlation between variables [14]. So it is hoped that the regression 

equation obtained can be free from the problem of correlation between variables without 

eliminating important information in the data used. Based on this, the purpose of writing this 

journal is to find out the stages in the application of the PCA method in dealing with violations 

of the multicollinearity assumption in multiple linear regression analysis without having to 

reduce the number of variables used in the research as well as knowing the dominant factors 

of residential energy efficiency [15]. 

This study applies PCA which aims to identify the dominant factors that affect energy 

efficiency in residential buildings.  
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2. METHODS 

 

2.1 Material  

This type of research is quantitative research using the factor analysis method, namely 

Principal Component Analysis (PCA). The purpose of using this method is to simplify and 

eliminate less dominant screening factors or indicators without compromising the intent and 

purpose of the original data [16]. The analysis stage is carried out by collecting factors that 

affect energy efficiency in house buildings. There are 8 variables obtained from the UCI 

Repository Dataset used in this study, namely, Relative Compactness, Surface Area, Wall Area, 

Roof Area, Overall Height, Orientation, Glazing Area, Glazing Area Distribution [17][18].  

The collected data was analyzed using the Principal Component Analysis (PCA) method. 

[10]. The PCA analysis process is carried out in several stages, namely correlation matrix 

testing, PCA analysis, and interpretation of PCA results [19]. 

 

2.1. Methods 

A conceptual schematic illustrated of how PCA can help to simplify the dimensions of the 

data through the dataset hypothesis totaling m variables can be shown in Figure 1 [20] :  

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. PCA conceptual model for the feature selection stage [20] 

 

 

 The following are the stages of factor analysis using PCA which can be described as 

follows: 

1. Calculate the covariance matrix from the observation data.  

Variance (Var(x)) is calculated to find the data dispersion in the energy efficacy factors 

dataset to determine the data deviation in the sample dataset [8]. The Covariance Covariance 

Matrix (x,y) is a matrix in which the covariance values in each cell are obtained from a 

sample , suppose x and y are random variables.  
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𝑉𝑎𝑟(𝑥) = 𝜎2 =
1

𝑛
∑ (𝑧𝑖𝑗

𝑛
𝑖=1 − 𝜇𝑗)2                                        ... (1) 

𝐶𝑜𝑣(𝑥. 𝑦) =
1

𝑛−1
∑ (𝑥𝑖𝑗

𝑛
𝑖=1 − 𝜇𝑥𝑗)(𝑦𝑥𝑗 − 𝜇𝑦𝑗)                                 ... (2) 

 

 

 

Where μx and μy are the mean of the samples from the x and y variables, where xi and yi 

are the ith observation values of the x and y variables. From the value data used, a 

covariance matrix measuring n x n was obtained. 

2. Finding the eigenvalue and eigenvector of the covariance matrix that has been obtained, 

namely: The eigenvalue and eigenvector for the covariance matrix are calculated. The 

computed eigenvalues are then transformed (orthogonal varimax rotation) using the eq (3) 

[21]. 

 

𝐷𝑒𝑡 (𝐴 − 𝜆𝐼) = 0                                                        ... (3) 

 

 

where:  

A = matrik n x n  

λ = exit of the eigenvalue  

I = identity matrix (a square matrix with the main diagonal element is worth 1 while the 

other elements are worth 0 
 

3.  Conducting PCA factor analysis by identifying variables, including: X1 = Relative 

Compactness, X2 = Surface Area, X3 = Wall Area, X4 = Roof Area, X5 = Overall Height, 

X6 = Orientation, X7 = Glazing Area, X8 = Glazing Area Distribution 

4.  Make conclusions in the form of analysis results.

3. RESULTS AND DISCUSSION 

 

The Z-score process  is that each data on a variable is subtracted by  the mean of  the variable 

and divided by its standard deviation (in other words, each row per column minus the mean of 

the column, divided by the standard deviation of the same column) [22]. In this study, the 

attributes of the preprocessing results are represented in the form of labels (X1, X2, X3... X8) 

which represents the sequence of data that corresponds to the data being tested. The results of 

the variable representation in the form of labels: X1 = Relative Compactness; X2 = Surface 

Area; X3 = Wall Area; X4 = Roof Area; X5 = Overall Height; X6 = Orientation; X7 = Glazing 

Area; X8 = Glazing Area Distribution 

The results of data normalization from raw data are explained in Table 1. Table 1 contains 

from x1 to x8, where each variable is substracted by the average value of the data. This stage 

is the initial step in calculating the covariance of all data. The mean of the data for each variable 

is highlighted in yellow. 

 

 

 Table 1. Results of Normalized Data (Z-Score) of Energy Efficiency Factor 
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No X1 X1-(x̄) X2 X2-(x̄) X3 X3-(x̄) X4 X4-(x̄) X5 X5-(x̄) X6 X6-(x̄) X7 X7-(x̄) X8 X8-(x̄) 

 1 0.98 0.22 514.50   -157.21 294.00 -24.50 110.25   -66.35 7.00  7.00 2  -1.50 0.00 -0.23 0 -2.81 

 2 0.98 0.22 514.50   -157.21 294.00 -24.50 110.25   -66.35 7.00  7.00 3  -0.50 0.00 -0.23 0  -2.81 

 3 0.98 0.22 514.50   -157.21 294.00 -24.50 110.25   -66.35 7.00  7.00 4  0.50 0.00 -0.23 0  -2.81 

 4 0.98 0.22 514.50   -157.21 294.00 -24.50 110.25   -66.35 7.00  7.00 5  1.50 0.00 -0.23 0  -2.81 

 5 0.90 0.14 563.50   -108.21 318.50 0.00 122.50 -  54.10 7.00  7.00 2  -1.50 0.00 -0.23 0  -2.81 

 6 0.90 0.14 563.50   -108.21 318.50 0.00 122.50   54.10 7.00  7.00 3  -0.50 0.00 -0.23 0  -2.81 

 7 0.90 0.14 563.50   -108.21 318.50 0.00 122.50   54.10 7.00  7.00 4  0.50 0.00 -0.23 0  -2.81 

 8 0.90 0.14 563.50   -108.21 318.50 0.00 122.50 - 54.10 7.00  7.00 5   1.50 0.00 -0.23 0  -2.81 

 9 0.86 0.10 588.00   -83.71 294.00 -24.50 147.00 - 29.60 7.00  7.00 2  -1.50 0.00 -0.23 0  - 2.81 

10 0.86 0.10 588.00   -83.71 294.00 -24.50 147.00 - 29.60 7.00  7.00 3  -0.50 0.00 -0.23 0  -2.81 

11 0.86 0.10 588.00   -83.71 294.00 -24.50 147.00 - 29.60 7.00  7.00 4   0.50 0.00 -0.23 0  -2.81 

12 0.86 0.10 588.00   -83.71 294.00 -24.50 147.00 - 29.60 7.00  7.00 5   1.50 0.00 -0.23 0  -2.81 

13 0.82 0.06 612.50   -59.21 318.50 0.00 147.00 - 29.60 7.00  7.00 2  -1.50 0.00 -0.23 0  -2.81 

14 0.82 0.06 612.50   -59.21 318.50 0.00 147.00 - 29.60 7.00  7.00 3  -0.50 0.00 -0.23 0  -2.81 

. . . . . . . . . . . . . . . . . 

. . . . . . . . . . . . . . . . . 

769 0.62 -0.14 808.50 136.79 367.50 49.00 220.50    43.90 3.50 3.50 5 1.50 0.40 0.17 5   2.19 

 Mean 0.76  671.71  318.50  176.60  5.25  3.50  0.23  2.81  

 

Covariance Matrix (Rapidminer) is explained in Table 2. Table 2 shows that each variable 

has a different value. Based on this table, the highest total covariance value is in X2 and the 

lowest value is in variable X5. The results of this process are then used for the next process. 

Table 2. Covariance Matrix (Rapidminer) Calculation Results 

  COVARIANS X1 X2 X3 X4 X5 X6 X7 X8 

X1 0.01117 -9.23003 -0.93917 -4.14543 0.15313 0.00000 0.00000 0.00000 

X2 -9.23003 7749.06076 750.31250 3499.37413 -132.19792 0.00000 0.00000 0.00000 

X3 -0.93917 750.31250 1900.79167 -575.23958 21.43750 0.00000 0.00000 0.00000 

X4 -4.14543 3499.37413 -575.23958 2037.30686 -76.81771 0.00000 0.00000 0.00000 

X5 0.15313 -132.19792 21.43750 -76.81771 3.06250 0.00000 0.00000 0.00000 

X6 0.00000 0.00000 0.00000 0.00000 0.00000 1.25000 0.00000 0.00000 

X7 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.01772 0.04395 

X8 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.04395 2.40234 

Total -14.15 11857.32   2096.36 4880.48 -184.36 1.25 0.02 0.04 

 

Table 3 is the results of calculation of priority matrix and eigenvalue. Table 3 shows that 

each variable has a different value. Based on this table, the highest total covariance value is in 

X2 and the lowest value is in variable X5. The results of this process are then used for the next 

process. 
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Table 3. Results of Calculation of Priority Matrix and Eigenvalue 

  X1 X2 X3 X4 X5 X6 X7 X8 Total Priority Eigen Value 

X1 -0.00079 -0.00078 -0.00045 -0.00085 -0.00083 0.00000 0.00000 7.22801E-17 -0.00370 0.00026120

8 

-0.003696094 

X2 0.65230 0.65353 0.35791 0.71701 0.71706 0.00000 0.00000 -1.2138E-12 3.09782 0.00026125 3.097815127 

X3 0.06637 0.06328 0.90671 -0.11787 -0.11628 0.00000 0.00000 0 0.80222 0.00038267 0.802215128 

X4 0.29296 0.29512 -0.27440 0.41744 0.41667 0.00000 0.00000 -1.8874E-13 1.14780 0.00023518 1.147799999 

X5 -0.01082 -0.01115 0.01023 -0.01574 -0.01661 0.00000 0.00000 0 -0.04410 0.00023918 -0.044095858 

X6 0.00000 0.00000 0.00000 0.00000 0.00000 1.00000 0.00000 0 1.00000 0.8 1 

X7 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 0.88623 1.098632812 1.98486 99.2431640 1.984863281 

X8 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000 2.19727 60.05859375 62.25586 1556.39648 62.25585938 

TOTAL 1.00002 1.00000 1.00000 1.00000 1.00001 1.00000 3.08350 61.15723 70.24076 1656.44103 70.24076 

 

The final results of the factors that influence energy efficiency on a house scale are explained 

in Table 4, and depicted in Figure 2. Based on Table 4, it shows that the most influential 

factors are glazing area distribution, glazing area, and orientation. 

Table 4. Factors Affecting Energy Efficiency (PCA Final Results) 

No Variabel Label Eigenvalue 

1 X8 Glazing Area Distribution 1556.39648 

2 X7 Glazing Area 99.2431641 

3 X6 Orientation 0.8 

4 X3 Wall Area 0.00038267 

5 X5 Overall Height 0.00023918 

6 X4 Roof Area 0.00023518 

7 X2 Surface Area 0.00026126 

8 X1 Relative Compactness 0.00026121 

 

The main purpose of this analysis is to explain as many variants of the initial data as 

possible with a few key components called factors. Where the factors formed are a linear 

combination of the variables studied and can explain the diversity of data to the maximum so 

that it is easier to analyze the data [23]. Based on the description of the research results, 

calculation data for each PCA analysis parameter was obtained. Eight variables already 

observed and 3 factors were obtained that most influenced, namely: the first factor (X8) is the 

most dominant factor with an eigenvalue of 1556.396, the second factor (X7) consists of an 

eigenvalue of 99.243, and he third factor (X6) with an eigenvalue of 0.8. The three factors (X8 

to X6) can be assumed to be the most dominant factors that affect energy efficiency in the 

house. So that from the eight variables analyzed using PCA, three variables were obtained that 

became the dominant factors that affect the energy efficiency of residential houses, namely 

glazing area distribution, glazing area and orientation. 
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Figure 2. Ranking results of factors influencing energy efficiency using PCA  

There is one of the studies by Halida [24] using the PCA method in her research in 

determining the factors of poverty cases. In their research, they used a method to reduce 4 

correlated variables to 2 new factors that did not correlate. In addition, the research conducted 

by Badri & Sari, [25] using the same method, namely PCA in his research in determining the 

factors that affect students' attitudes to choose the mathematics study program of UIN Malang. 

In his research, Badri used the PCA method to reduce 20 variables that correlate into 5 factors 

that affect students' attitudes to continue their studies at PTAI.  

So from this study and some of the results of previous studies, it can be interpreted that the 

PCA method can be used to simplify and eliminate less dominant screening factors or 

indicators without reducing the purpose and purpose of the original data and determining the 

most dominant factors of certain variables or indicators. 

 

4. CONCLUSION 

 

The results of our test use factor analysis (PCA) by reducing 8 variables that correlate there 

are 3 factors that are energy efficiency of residential houses. The first factor (X8) is the most 

dominant factor having an eigenvalue of 1556.396 . The second factor (X7) consists of an 

eigenvalue of 99.243. The third factor (X6) with an eigenvalue of 0.8. The three factors (X8 to 

X6) can be assumed to be the most dominant factors that affect energy efficiency in the house. 

The three factors are Glazing Area Distribution, Glazing Area and Orientation. So these three 

factors are assumed to be the dominant factors that affect the energy efficiency of residential 

houses. 
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