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Robotics has become a very important field for engineers, as 

robots can perform various assigned tasks quickly and 

efficiently. specifically in the field of robotic with legs. In 

the Indonesian robot competition there are many categories, 

SAR is the one of them. In the SAR (Search and Rescue) 

category there are many surfaces that robot has to pass 

through, such as coral, and marbles. Different surfaces have 

different movements to pass through. The researchers have 

designed a quadruped with auto changed movement when 

pass through the surfaces, with YOLOv3-Tiny model on a 

raspberry pi 5 was placed on a quadruped robot. YOLOv3-

Tiny model can detect surfaces according to dataset that has 

been trained. The model that has been trained with YOLOv3-

Tiny is capable of detecting surfaces. In this research has an 

accuracy of detecting  up to 100% in 80 pictures. The 

precision value up to 1, the recall value up to 1, and the F1-

score is up to 1. 
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1. INTRODUCTION 

 

Robotics has become a very important field for engineers, as robots can perform various 

assigned tasks quickly and efficiently. specifically in the field of robotic with legs[1]. 

Technology and Higher Education of the Republic of Indonesia organizes the Indonesia Robot 

Competition (KRI) annually, featuring various categories, with SAR (Search and Rescue) 

being one of them[2].  

In SAR category, according to the rules that were released couple of months before the 

competition started. participants must adhere to specific guidelines. Robot must navigate 

various surfaces, by using a quadruped robot.   Quadruped is a four-legged robot that consists 

of a servo arrangement that forms like legs. The pros of Quadruped robots are reliability for 

any kind of surfaces even uneven floor. Quadruped robots also have high maneuverability. 

There are 2 types of Quadruped Robot, sprawling type and mammal’s type. Sprawling type has 

a shaped like spider's legs, for the mammal’s type has a shaped like dogs, cats, and pigs[3]. 

Quadruped robot with sprawling type is solution to make it easy to pass through any surfaces. 

This quadruped robot is using inverse kinematics to make the robot's movement more 

smoother, and faster to define legs pose[4]. 

The robot is used to detect surfaces by using Arducam 16mp camera who’s connected to 

Raspberry PI 5 board. With the expectation that the robot can detect the surfaces it needs to 

pass through. In this research the robot walk pass through 2 surfaces such as marbles and coral. 

By using YOLO algorithm as an object detector, the researcher expecting that YOLO algorithm 

is an excellent model that can be implemented in this robot[5]. YOLOv3 is a light model to 

implementing in low performance PC it also have a decent response time than other object 

detection method[6]. YOLOv3-tiny's model is a great match for Raspberry Pi 5 due to its 

specification, although Raspberry Pi 5 doesn't have an AI chip, this model still has a decent 

performance[7]. The researcher hopes that in the future, there will be an autonomous quadruped 

robot capable. of detecting and adjusting to the surfaces it needs to pass through. 

 

2. METHODS 

 

Design a system on this research, it takes a several step to work on it. The step that required 

can be seen on the Figure 1. 

 

Figure 1. Research Step 

 

In the first stage, the researcher identifies gaps in existing journals and searches for 

references from available journals. Then, design the arena that will be created for the robot 

arena. Designing the appropriate hardware required for the robot system. This robot using 
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object detection method for detecting surfaces. After designing arena, hardware, and object 

detection system, testing is a must step to do, then analyze from the testing and do some 

discussion each other at the last step. 

2.1. Material 

For this research, software development and design were implemented to enable object 

detection for the robot. A reference was essential during the implementation phase. 

2.1.1 Quadruped Robot 

 

Figure 2. Quadruped Robot Sprawling Type 

 

Quadruped Robots have four legs or limbs and move in a similar way to four-legged 

animals (Figure 2), Quadruped robot also decent type for any surfaces that needs to pass 

through. It has three servos for each leg, with inverse kinematics calculation to make it easier 

to motion control[4].  

Quadruped robot has types of legs configuration. The Mammals type and the Sprawling type. 

Mammals type using straight line vertically down for each servo, and for the Sprawling type at 

the first servo that close to the body of its robot using horizontal position, and the farthest servo 

using vertical position[8]. 

2.1.2 STM32F4 Discovery 

STM32F4 Discovery is a one of the best microcontroller device made by 

STMicroelectronics. It has ARM Cortex IC with 32 bit ARM Architecture microcontrollers 

(Figure 3). The speed is up to 168 MHz. STM32F4 Discovery has about 100 input output pins 

that have respective characteristics USART, UART, TIMER, ADC, DAC, AUDIO and i2c. 

 

Figure 3. STM32F4 Discovery 
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The STM32F4 Discovery requires voltage around 3-5V DC. STM32F4 use C as the main 

programming language with Co IDE or STM CUBE IDE. The researcher using CoCoox Co IDE 

as a main IDE for this research[9]. 

2.1.3  Arduino Nano 

The Arduino Nano V3 is part of arduino family, it has compact size for a microcontroller 

(Figure 4). Arduino Nano V3 is manufactured by Gravitech. Arduino Nano V3 use Atmega328P 

IC [10].  this microcontroller's speed is up to 16MHz, The Arduino Nano has 30 pins, eight of 

which (19-26 pins) are Analog pins. The other 14 pins are digital [11]. In this research, arduino 

nano is used to send data from Raspberry Pi 5 to STM32F4. 

 

Figure 4. Arduino Nano V3 

2.1.4 Dynamixel MX-28 

The Dynamixel MX28 is a servo series from the company Dynamixel (Figure 5). This servo 

differs from PWM servos; Dynamixel servos use serial communication for communication 

between the microcontroller and the servo, with communication speeds of up to 80.000 bps–2 

Mbps. The Dynamixel MX series is a metal gear servo series available in various sizes. The 

Dynamixel MX28 uses a 12VDC power input [12]. 

 

Figure 5. Dynamixel MX28 

 

2.1.5 Gyroscope BNO055 

The BNO055 gyroscope is a module that includes three sensors: an accelerometer, 

gyroscope, and magnetometer (Figure 6). This gyroscope sensor has 9 degrees of freedom 

(DoF), with a 3 axis of accelerometer, 3 axis of gyroscope, and 3 axis of magnetometer. It uses 

a 32-bit ARM Cortex M0 in a single module and operates with a power supply of 3.3V to 5V. 

The researcher is only using this sensor for the gyroscope function. The sensor can operate in 

9DoF mode or IMU mode. In 9DoF mode, the yaw axis of the gyroscope automatically faces 

north, but it requires calibration before use [13]. In contrast, in IMU mode, the yaw reading 

points forward from the sensor's initial orientation when it is powered on. BNO055 is fully 

compatible with Arduino and Raspberry Pi [14]. 
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Figure 6. BNO055 Gyroscope Sensor 

2.1.6 Raspberry Pi 5 

The Raspberry Pi 5 is powered by a 64-bit quad-core with Arm Architecture. Raspberry Pi 

use ARM Cortex-A76, this processor can run up to 2.4GHz, offers a 2-3x improvement in CPU 

performance over its predecessor, the Raspberry Pi 4[15]. It also features an 800MHz 

VideoCore VII GPU, making it a solid choice for tasks like object detection, where it transmits 

data containing the coordinates of detected objects. The researcher use 8GB of ram on this 

Raspberry Pi 5 (Figure 7). 

 

Figure 7. Raspberry Pi 5  

Source (www.raspberrypi.com) 

2.1.7 Arducam 16MP 

The ArduCam 16MP is a camera module with a 16-megapixel resolution (Figure 8). It 

features a Sony IMX 519 autofocus camera sensor, supporting a maximum resolution of 1080p 

at 30 fps and 720p at 60 fps. This camera module is lightweight, weighing only 3 grams[16]. 

 

Figure 8. Arducam 

Source (www.arducam.com) 
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2.1.8 Arena Design 

The arena is based on the rules of the Indonesian Robot Competition 

 

Figure 9. Surface Arena 

The coral obstacle zone spans an area of 51 cm in length and 73 cm in width, utilizing coral 

stones as debris, covering approximately 90% of the area. These coral stones range in size from 

3 to 5 cm and are distributed across the entire zone. The coral obstacle is illustrated in Figure 

9. The marble obstacle has an area of 45 cm x 45 cm, with a density of marbles arranged in two 

layers and a 2 cm-high barrier to contain them[2].  

2.1.9 Prototype Design 

The design of this robot features a quadrupedal structure, with each of its four legs equipped 

with a configuration of three servos, allowing for enhanced mobility and precise movement 

control (Figure 10). Weighing approximately 5 kg, the robot is built with durability in mind: 

its chassis is constructed from a robust 2mm thick aluminum plate, ensuring structural integrity 

during operation. Additionally, the body is crafted using PLA++ filament through 3D printing, 

combining lightweight properties with sufficient strength. The compact design yields a robot 

with dimensions of 27 cm in both length and width, and a height of 29 cm, making it a well-

proportioned and stable unit suited for various obstacle navigation tasks. 

 

Figure 10. Robot Prototype 

 

2.2 Method 

2.3.1 Convolutional Neural Networks 

CNN also known as Convolutional Neural Network is one of the Deep Learning for 

computer vision method[5]. Convolutional Neural Networks have recently gained significant 

attention and popularity[17]. Convolutional Neural Networks (CNNs), widely utilized in image 

and signal processing domains, effectively transform input image features into abstract 

representations, thereby enhancing accuracy in regression, classification, and segmentation 

tasks across a broad range of applications[18]. CNN has a multiple layer: convolution layer, 

pooling layer, fully connected layer, and nonlinearity layer [19]. CNN are commonly used 
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methods for image classification, an example is R-CNN (Region-Based CNN), which works 

by creating bounding boxes around regions of an image then performing classification on each 

these boxes[5]. Convolutional Layer in CNN's operates by comparing patterns within an image 

(Figure 11). Filters, typically small is spatial dimensions (width and height), are applied across 

the entire depth of the input image, capturing intricate details across different channels or color 

spaces. 

 

Figure 11. Convolutional Neural Network 

Source (www.v7labs.com) 

2.3.2 YOLO (You Only Look Once) 

There are many type of pretrained model, for example ImageNet, COCO, PASCAL VOC, 

BDD100k, and DOTA v2.0[20]. R-CNN, SSD, and YOLO become popular because of its 

accuracy, and output performance for many object or classes[21]. YOLO is one of the object 

detection methods. In practice, YOLO tends to make more errors, though it has the capability 

to detect objects even in complex background regions. This feature allows YOLO to predict 

objects within varied backgrounds, but it may increase the likelihood of false positives or 

misclassifications[5]. YOLO has proven capable of classifying objects and holds great 

potential for building damage monitoring due to its performance in detecting and classifying 

objects from a distance [22]. YOLO system is dividing input picture become S x S grid. When 

the center point of an object falls within a grid cell, that cell takes responsibility for detecting 

the object. Each grid cell predicts B bounding boxes and assigns a confidence score to each 

box. If there is no object in a grid cell, the confidence score is set to zero. Otherwise, the 

confidence score equals the Intersection over Union (IoU) between the predicted bounding box 

and the actual object. Each bounding box prediction includes five value : x, y, w, h, and 

confidence rate[23]. YOLOv3 model's strength versatility and speed, also can detect the 

smaller object[24]. YOLOv3 has a smaller version, it called YOLOv3-Tiny. YOLOv3-Tiny 

have a smaller config file. 

2.3.3 Hardware Design  

Figure 12 illustrates the hardware block system within the robot. It uses two 12V LiPo 

batteries allocated to power the Raspberry Pi, STM32F4, servos, Arduino, and other 

peripherals. These batteries have their voltage stepped down to 5V using a UBEC to ensure 

compatibility with the components. The Raspberry Pi is equipped with a 16MP Arducam 

camera for object detection. Detected object data is sent to an Arduino Nano, which then relays 

the data to the STM32, enabling further processing and response from the robot's systems. 
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Figure 12. Hardware Block System 

 

2.3.4 System Design  

This research utilizes Python programming on the Raspberry Pi 5 through the Thonny 

software, where Python is applied for object detection tasks. Meanwhile, C++ is used in the 

CooCox CoIDE environment and Arduino software for data transmission and robot motion 

programming. The vision sensor relies on a Raspberry Pi camera module mounted on the 

Raspberry Pi 5, which sends data including X and Y coordinates, Width, Height, and 

Confidence Score. The Y coordinates will be parameter for robot to switch the robot 

movement.   

 

Figure 13. Flowchart System Design 

The flowchart provided in Figure 13 outlines the steps of the experimental process in detail. 

Initially, the dataset acquisition phase involves gathering a collection of 480 images 
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categorized into two distinct classes: coral and marbles. Each image undergoes an annotation 

process where bounding boxes are applied, generating a corresponding .txt file that contains 

the coordinates for each annotated box. For the training process, an input resolution of 320 x 

320 is used, with Darknet53.conv.74 serving as the backbone network. This results in a .weight 

file that will later be essential for the object detection process. Leveraging the YOLO v3 Tiny 

algorithm for object detection, the robot employs a structured if-else logic to assess whether 

any surface previously included in the training data has been detected. Upon detection, the 

robot dynamically adjusts its movement mode to align with the specified settings preconfigured 

for that particular surface type, thereby adapting its response based on the nature of the detected 

obstacle

2.3 Evaluation 

2.3.1 Accuracy 

This metric quantifies the accuracy of a model by calculating the fraction of correctly 

predicted instances (both true positives and true negatives) out of the entire dataset. It’s 

determined by dividing the sum of true positives (TP) and true negatives (TN) by the total 

number of samples[25]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁 
𝑥100% ...............................................................................(1)          

     
2.3.2 Precision 

Precision indicates the percentage of correct positive predictions out of all instances 

predicted as positive by the model. It is computed by dividing the number of true positives (TP) 

by the total of true positives (TP) and false positives (FP). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 +𝐹𝑃 
..........................................................................................................(2) 

2.3.3 Recall 

Recall, also called sensitivity or the true positive rate, represents the percentage of actual 

positive instances that the model correctly identifies. It’s calculated by dividing the number of 

true positives (TP) by the total of true positives (TP) and false negatives (FN). 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +𝐹𝑁 
................................................................................................................(3) 

2.3.4 F1-Score 

The F1 Score is a metric that provides a balanced assessment of precision and recall by 

calculating their harmonic mean. This metric is especially helpful when aiming to achieve a 

trade-off between high precision and high recall, as it penalizes cases where one metric is 

significantly lower than the other. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2𝑥 (
𝑃𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙
)....................................................................................(4) 

 

 

 

3. RESULTS AND DISCUSSION 



Muhammad Azzaky Rizki F, SURFACE DETECTION FOR QUADRUPED ROBOT USING YOLO-V3 TINY | 22 

DOI: http://dx.doi.org/10.xxxxx/jistel.vXiX 

e- ISSN xxxx-xxxx 

 

In this experiment, a confusion matrix is used to evaluate the performance of the trained 

model. The test data consists of 80 images, each containing instances of either coral or marbles. 

This matrix provides a breakdown of the model's predictions, allowing for a clear assessment 

of accuracy and error rates in detecting and classifying these two classes based on the trained 

dataset.  

Table 1. Confusion Matrix 

 

In the confusion matrix Table 1, it is shown that, out of 80 test images, the model achieved a 

True Positive (TP) count of 80, indicating that all target surfaces were correctly detected. 

Additionally, the False Negative (FN) and True Negative (TN) values are both 0, meaning there 

were no missed detections and no instances of the other class detected incorrectly. This result 

can indicate perfect accuracy across both classes in this test set.  

 

4. CONCLUSION 

 

From the research and testing conducted, the following conclusions have been drawn that 

the surface detection system for the quadruped robot was successfully designed and 

implemented using the YOLO method for object detection. This success is demonstrated by 

the confusion matrix results, which show perfect scores for accuracy, precision, recall, and F1-

score. The YOLOv3 Tiny it’s a perfect fit for low performance Mini PC, due to its light object 

detection method. Not just because of its light, YOLOv3 Tiny also have a good performance 

in detecting object, it's proven by Accuracy value is up to 100%. 
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