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Abstract— The landscape of sentiment analysis applications in 
Indonesia is on the rise with the many published papers on the 
subject over the years. The need to predict sentiment coincides 
with the rise of social media and how the public uses it to express 
sentiments toward an interesting topic. The lack of tools for 
working with the Indonesian language has brought the invention 
of libraries to tackle the difficulty and uniqueness of the language 
on various topics from diverse data sources. The introduction of 
Sarkawi as a stemmer helps researchers overcome 
dimensionality problems commonly found with text processing, 
and boosts the performance of machine learning (ML) models. 
Using InSet as a lexicon dictionary capable of performing 
sentiment prediction has started gaining popularity for 
automatic labeling. The development of IndoBERT, an advanced 
neural network (NN) large language model (LLM) specifically 
trained from a large Indonesian text corpus capable of more than 
sentiment analysis, has gained traction both for automatic 
labeling and prediction models. Although the majority of 
research revolves around Naïve Bayes (NB), State Vector 
Machine (SVM), and K-Nearest Neighbor (KNN) the future of 
sentiment analysis applications in Indonesia could be heading 
towards a more advanced deep learning architecture. Finally, 
this study is intended as a basis for future research in the 
applications of sentiment analysis in Indonesia and the 
development of the language. 
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I. INTRODUCTION 

As the amount of information continues to grow, the need to 
do a fast, efficient, and reliable sentiment analysis has been 
rapidly evolving as a solution to extract and evaluate 
subjective information from textual data. As a field within 
natural language processing (NLP), sentiment analysis has 
gained a significant boost over the past decade driven by the 
considerable volume of user-generated content across social 
media platforms, blogs, reviews, and other digital channels. 
The primary objective of sentiment analysis is to determine 
whether a piece of text expresses a certain sentiment that 
could be categorized for example positive, negative, or neutral, 
and can provide valuable insights into public opinion, 
consumer behavior, and emotional responses to various events, 
condition or situation [1]. The unique ability to produce an 
automatic sentiment from text has made sentiment analysis a 
prime candidate across a wide array of information domains 
not being limited only to communications or marketing, but 
applicable to social studies as a tool for understanding 
consumer behavior or satisfaction but also for policy 
acceptance in general [2]. 

As of January 2024, there were 139 million active social 
media users identified from Indonesia or an equivalent of 
49.9% percent of the total population [3]. Around 126.8 
million are users aged 18 and above, which account for almost 
64.8% of the total population of the same age. This statistic 
puts Indonesia as one of the highest users of social media in 
the world, where information and the population’s opinions 
are scattered across social media platforms such as Meta, 
YouTube, X, TikTok, and Instagram. The huge amount of text 
that can be exploited to be transformed into something more 
valuable such as sentimental analysis has driven a lot of 
studies in this field especially on the behaviors and opinions 
of social media users in Indonesia since its application is 
considered faster, feasible, and cost-effective than a manual 
survey.  

The diffusion of ML techniques into sentiment analysis 
has nothing but changed the field of how we interpret and 
classify emotion expressed in textual data. The advancement 
of sophisticated models and enhanced methods have improved 
the accuracy and efficiency of classifying sentiment tasks [4]. 
This can be seen from the number of journals on the 
application of ML to predict sentiment analysis, especially in 
Indonesia, which is the focus of this study. Although the field 
of NLP has seen a tremendous amount of research and 
breakthroughs in the English language, but very little in the 
domain of another language where the Indonesian language is 
not an exception. These challenges had not been a barrier to 
the use and application of ML in sentiment analysis in the 
Indonesian language but rather increased the research and 
tools needed to solve it.  

The importance of preprocessing text data in the 
Indonesian language cannot be overstated, as it significantly 
impacts the accuracy of sentiment classification. The use of 
Sastrawi as a prominent library that we encountered in our 
study has shown that a library designed specifically for NLP 
in the Indonesian language indicates a rise in the sentiment 
analysis of the language. The library itself which focuses on 
stemming by reducing words to their base root form, is crucial 
for various text processing including sentiment analysis, text 
classification, and information retrieval [5]. 

The extensive use of X (formerly known as Twitter) where 
data is open and accessible to be retrieved and analyzed, has 
emerged as one of the most prevalent social media platforms 
where sentiment analysis is extensively used to understand 
public sentiments, especially in Indonesia. Our study found 
that many applications of ML in sentiment analysis often 
utilized datasets derived from X besides other dataset such as 
YouTube or Google Play Store. ML-based approaches 
particularly supervised techniques, utilize various algorithms 
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such as NB, SVM, Logistic Regression (LR), and Decision 
Tree (DT) among others to classify sentiments in the 
Indonesian language. More advanced techniques such as 
particle swarm optimization (PSO) to produce a better model 
have also been employed, which enriched the extensive use of 
ML to predict sentiment. We found that the domain of 
sentiment analysis extends beyond mere opinion mining, but 
plays a crucial role in various sectors including politics, 
marketing, and public health. For example, the previous study 
by [6] found that sentiment analysis has been employed to 
predict public reactions to government policies during the 
COVID-19 pandemic, providing insights into public sentiment 
and aiding in decision-making processes, which our study 
found is still being studied more than a year after the global 
pandemic has lessened down which shows that sentiment 
analysis does not stop only to understand the present but the 
past as well. 

This survey presents the latest study on sentiment analysis 
applications in Indonesia using ML both supervised and 
unsupervised learning problems as well as social network 
analysis (SNA). Review papers are needed to show an 
overview tendency and progress highlight any findings and 
discuss future studies, in the hope the obtained knowledge is 
useful and can be translated to useful practice and application. 
There are a few published review papers such as the study 
from [7] which focused on the use of sentiwordnet for 
sentiment analysis, but this study was conducted in 2018. 
However, the use of sentiwordnet could not be found during 
our study, and the use of Valence Aware Dictionary and 
Sentiment Reasoner (VADER) is more prevalent by doing a 
pre-translation prior to using the library. The study by [8] 
conducted in 2022, did not discuss deep enough the use and 
application of sentiment analysis in the Indonesian language. 
Thus, this survey aims to present a more comprehensive 
summary of the use and application of sentiment analysis in 
Indonesia and the language including the technique and 
methods used to accomplish it. The contributions of this 
review are: 
 
1. An in-depth view of the methods and techniques used for 

sentiment analysis in Indonesia and the language; 
2. A summary of the problem domain in the application of 

sentiment analysis in Indonesia and the language; 
3. List of commonly used sources of dataset; 
4. Comparison of ML applied in the studies of sentiment 

analysis in Indonesia and the language. 
We believe that future studies in this topic will benefit 

greatly from the results and findings of our study, and will 
help the development and contribution to enhance 
understanding and knowledge of sentiment analysis, 
especially in the Indonesian language. 

This paper is organized as follows; “Research Method” 
explains the methodology used in this survey. “Result and 
Discussion” presents “Problem Domain” as the main idea and 
necessity of sentiment analysis. “Dataset” shows the common 
dataset used in the papers. “Labeling” describes the many 
methods used to give sentiment to a text. “Visualization” 
explains the common graphical tools used. “Machine 
Learning” gives a summary of the various ML being applied. 
“Tools and Languages” describes the technology, methods, 

and techniques used in sentiment analysis. Finally, we 
conclude the survey in “Conclusions”. 

 

II. RESEARCH METHOD 

This work is based on a literature review of sentiment analysis 
applications in Indonesia and the language. The main 
objective is papers published in Indonesian national journals 
accredited to Sinta or international journals with sentiment 
analysis on the Indonesian language as the main study. On the 
papers found, we summarize and calculate the works reported 
and classify them of interest and findings.  
 
A. Search keywords 
 
We use Google Scholars with the search term “sentimen 
analisis bahasa indonesia” and set the filter date from 2023-
2024 to find the relevant papers. The result given by the query 
returned a list of journals that were used as the source 
information for this study. 
 
B. Data Sources 
 
The papers included in this survey were retrieved from 
various journals indexed in Sinta and other diverse quality 
databases such as Scopus. 
 
C. Article Inclusion/Exclusion Criteria 
 
We decided which articles are eligible for the survey under the 
following inclusion/exclusion criteria: 
a. Inclusion criteria: 
- Manuscripts written in Indonesian or English and 

published by indexed journals in Sinta to ensure the focus 
of the study originated from Indonesia. 

- Manuscripts written in the English language and published 
by indexed journals in Scopus that enhanced the 
advancement of sentiment analysis in the Indonesian 
language. 

 
b. Exclusion criteria: 
- Manuscripts using machine learning marginally or without 

solid sentiment analysis conclusions 
- Manuscripts in preprint without peer review 
 
 
 
 
D. Article Selection 
 
We sorted the papers that were identified by date of 
publication, of which were filtered by the inclusion/exclusion 
criteria, and chose 75 articles as the final selection. 
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III. RESULT AND DISCUSSION 

A. Problem Domain 

 
Figure 1. Number of classes being predicted 

 
With most sentiment analysis studies, the goal is to predict 
two or three sentiments from a text. The most common is to 
predict whether a text is positive or negative with 59% of 
journals focused on this issue. this compared to 41% of other 
journals which focused on predicting a positive, neutral, and 
negative sentiment from a text as shown in Figure 1. In brief 
summary, after filtering all the domain problems being studied, 
we concluded there are 5 major interests; government policy, 
COVID issues, general elections, national or international 
events and issues, and commercial products and services. 
 
1) Government Policy 

 
The focus of sentiment analysis on this issue coincides with 
what happened with Indonesian government policy 
implementation during 2023-2024. For example, the studies of 
[9], [10], and [11] focus on the public sentiment about the 
rising prices of fuel while [12] focuses on the effect of Direct 
Cash Subsidy (BLT) and how the public perceives this issue 
on positive or negative sentiment. On the other hand the study 
of [13] focus on the rising price of cooking oil which is a 
contradiction with the status of Indonesia as the biggest 
producer of palm oil in the world. 
 
Although the impact of rising prices could have produced a 
negative sentiment on public opinion, another study by [14], 
[15], [16] are doing a different study on predicting more 
positive sentiment issues of government policy on 
accelerating the use of electrical vehicles and the impact of 
speed train development infrastructure between Jakarta and 
Bandung. 
 
Another major issue is the plan to move the capital from 
Jakarta to Ibu Kota Nusantara (IKN) which was studied by 
[17], [18], [19] to see the public sentiment on how the 
decision of the government to move the capital is considered a 
positive or negative policy implementation. While the issue of 
public health quality is the subject study of [20], [21] which 
also attracts interest from the public perspective like the new 
omnibus health laws still in drafted and the new health 
insurance programs of the Health Insurance Administration 
Body (BPJS). The other major issue is education which has 
been thoroughly studied by [22], and [23] in their respective 
papers about the new policy of Merdeka Belajar Kampus 
Merdeka (MBKM) and how the implementation and the effect 
of it on universities and their students. The last sensitive 
government policy is studied by [24] on how the public 

sentiment toward the recruitment process of contract-based 
government employees (P3K). 
 
The abundance of papers on sentiment analysis which focuses 
on how the public opinions towards government policy is 
quite significant, attracted the respective authors of the papers 
to conduct and to provide a fast answer and a degree of 
certainty to understand how the public perceives the policy.  

 
2) Covid Issues 

 
The year 2019-2021 has been marked by a worldwide 
pandemic caused by the virus known as Covid-19. During this 
pandemic the world was at a standstill, a lot of public contact 
is prohibited and laws were enacted to help prevent and 
reduce the widespread and deathly disease. But the world has 
recovered since then and has started to forget the terrifying 
pandemic behind it. However, it is surprising that after 2 years, 
a number of studies regarding sentiment analysis are still 
being conducted, especially on certain issues that occurred 
during the pandemic period. 
 
The main question regarding the pandemic was about 
vaccination which is the main study of [24], [25], [26], [27], 
[28] on their respective papers. The studies were done to find 
out the public sentiment towards the quality and safety of the 
vaccines. Despite the assurance of the government, a rejection 
or denial about the necessity and safety of the vaccines were 
still found. This objection was mostly caused by the number 
of hoaxes that spread rapidly during the pandemic since the 
need to find any information about the disease online was 
quite massive. 
 
The effect of hoaxes after the pandemic has also attracted a 
study by [30] which differs from other studies about COVID-
19, where the authors did not rely on ML to predict sentiment 
but rather utilized other NLP text mining techniques to find 
words associated with hoax information and derived 
understanding from it. 
 
The number of papers on the COVID-19 pandemic period 
which is still being studied after it was declared ended, shows 
that past event sentiment can be used to know what happened 
to derive a better understanding of why it happened. 
 
 
 
3) General Elections 

 
The general elections of 2024 have also been studied 
thoroughly prior to the event taking place, which mainly 
focused on the presidential election. To find out the public 
sentiment about this issue, studies by [31], [32], [33], and [34] 
were done by the respective authors to see the effects of the 
election on the public sentiment. A different study by [35] 
focuses on the public sentiment towards the implementation of 
e-voting which is a new idea in the general elections. The 
study by [36] focused on the indication of election fraud and 
how the public sentiment perceives how will this issue impact 
the general election. 
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The different studies on this issue show how sentiment 
analysis can be used to perceive how the general public 
sentiment towards a nation-wide process, and how sentiment 
analysis can reduce uncertainty. 
 
4) National Or International Events and Issues  

 
There are two global events that attract a study about how the 
Indonesian public sentiment opinions on the subject. One 
study by [37] focuses on the global economic recession of 
2023 and how the public sentiment towards the impact will be 
on their economic situation and spending power. Another 
study by [38] discusses the immigration of the Rohingya 
refugees on the sea of Aceh and how the public sentiment 
responds to this issue. One notable different focus of the study 
is the sentiment of the American veterans towards the decision 
to leave Afghanistan [39] which differs from other papers on 
the direction of the sentiment being studied. 
 
On a national scale, three issues attract national interest during 
our study time period. The issue of fintech-based debt, which 
is the focus study of [40], [41]. This issue has taken the 
interest of the public driven by the amount of bad news and 
negative reviews. Despite the negative precedents, both 
studies found there were also positive and neutral sentiments 
on social media about this issue. The second issue that attracts 
national public interest is the topic of premarital sex which is 
considered immoral, but the latest affairs suggest that this 
conduct is quite rampant among young people. This issue is 
the subject study of [42] in which the authors found an 
abundant negative sentiment, there was also a neutral one. 
 
The last issue is about khilafah which is a political institution 
based on Islamic law. This issue has always been perceived 
and associated with radicalism and is the main study of [43] to 
determine what the public sentiments are towards this 
misinterpretation. A different approach used to predict 
sentiment was conducted by [44] on the tragic event of 
Kanjuruhan which killed 135 football supporters, to see if the 
concern for raised football match safety is a non-orchestrated 
and naturally flowing response to the tragedy. 
 
The various issues being studied by the respective authors on 
this subject by applying sentiment analysis show that 
sentiment on national or international events and issues can be 
predicted to answer the curiosity of the general public. 
 
5) Commercial Product/Services 

 
The types of problems in this subject are diverse and range 
from software, to products, and services. 
 
 
 
 
 
 
 
 

 
5.1. Software 

 
Papers from [45] focused their study on how the public 
sentiment views online games, where quarantine during the 
COVID-19 pandemic many people were heavily engaged. On 
the other hand, a study from [46] was conducted to compare 
which is better between a particular game but played on a 
different media in this case mobile phone. A different study 
from [47] uses the same question domain on crowdfunding 
applications to see which one has the highest positive 
sentiment.  

 
As the public starts to embrace online entertainment like 
online games, the enjoyment of streaming content has also 
been the focus of study by [48] to find out the public 
perception of their application, service, and media content. 
The prominent rise of TikTok as a new social media platform 
has also been studied by [49] along with the application for 
making and editing video content for TikTok by [50] to 
perceive how the application performance is on the public 
view. 

 
5.2. Product 

 
A study by [51] asks question on the public sentiment of the 
recent popularity of skin care products in Indonesia, while a 
study by [52] asks about the public sentiment about a 
networking product. A comparison study between E-
commerce platforms in Indonesia is the focus study of [53] 
while the quality of products from online shopping Lazada is 
the focus study of [54]. A different study by [55] asks about 
public sentiment on the prohibition of cough syrup by the 
government. The release of ChatGPT in late 2022 as a 
groundbreaking and innovative chatbot that could help its 
users with many multitasking tasks, has also attracted studies 
on the positive and negative response of the public from its 
use, such as the study from [56], [57], [58]. The many options 
of online learning platforms that are available today have also 
been studied by [59] to understand the public sentiment 
towards materials quality. 

 
5.3. Services 

 
The banking system services have been studied by the works 
of [60], and [61] on how their services is perceived by their 
customers. In another study, the quality of services provided 
by major telecommunication providers is the main study 
subject of [62], [63], [64].  In the study of [65], the author’s 
focus is on the service provided by the mobile version of the 
export tax application and the sentiments towards it.  

 
The number of papers published on this subject shows that the 
application of sentiment analysis has been widely used to 
predict the public perception of various fields of commercial 
products and services. 
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B. Dataset 
 

 
Figure 2. Sentiment analysis dataset source 

 
As shown in Figure 2, the main source of datasets for 
sentiment analysis comes from X. There are two main ways of 
acquiring the dataset in general, the first is by accessing an 
API from the provider. The other one is by scrapping the 
information needed from the web page directly. From the two, 
X provides an easy access API which is the main reason why 
it is popular among researchers. A few authors rely on 
scrapping the dataset from X such as [66] who uses a library 
to gather data, but most authors use API to gather data from X. 
 
The X Open Data Platform serves as a critical resource for 
researchers and practitioners across various fields, enabling 
the collection and analysis of vast amounts of user-generated 
content without the constriction of any certain language helps 
boost its popularity in sentiment analysis. Besides the easiness 
of collecting the data by accessing its API and the number of 
data given which usually suffice for study and research 
purposes without the need to purchase it until a certain amount 
of data. It also helps that many sentiment analysis tools 
provide an easy-to-use library or module to help researchers 
obtain the data with the use of API keys freely provided by X. 
Another social media platform is Instagram but as reported in 
their papers, the respective authors rely on scrapping rather 
than using the social media platform API. 
 
In our study, the most scrapped dataset source comes from 
Google products. Websites such as Google Play Store, 
YouTube, and Google Maps is the second source of datasets 
for sentiment analysis in Indonesia. Most problem domains 
from these datasets are to analyze reviews or comments on the 
website about a certain application or site. One notable 
research is to perceive public sentiment about a tourist 
attraction site by using Google Maps reviews of visitors to the 
site [67]. The millions of applications available in the Google 
Play Store are also a source of opportunity to research public 
sentiment about applications especially one with the same 
features as the others. An example of this is the study by [47], 
[53], [59] where comparisons between similar applications 
were conducted to perceive the sentiments towards a certain 
application and to determine the best application according to 
the reviews and comments. The many news channels on 
YouTube where many comments are being posted for certain 
news topics is the subject study of [39], [68].  

 
A study by [54] used a dataset available at Kaggle about the 
public sentiment towards a certain online shopping platform, 
which compared to the number of rows being studied 
outnumbered other studies by 10-30 times on average. One 
notable study used various types of datasets including Twitter, 
Instagram, and Websites done by [69] with the main focus not 
only to predict sentiment analysis on certain domain problems 
or issues but also to build a model that could be used as a 
general model to predict sentiment in the Indonesian language. 
In their study, the authors used multiple topics with many 
datasets originating from X. 
 

Table 1. Datasets used by [69] reproduced from the papers 
 

No Topic Platform Source #Samples 
1 Cyberbullying Instagram 400 
2 Indonesian 2013 curriculum X 710 
3 TV talk show X 400 
4 Cellular service provider X 300 
5 Film review X 200 
6 Head region election X 900 
7 Data breach incident X 1,060 
8 Others X 10,805 
9 Tourist attraction Travel Website 200 

 
C. Labeling 
 

 
Figure 3. Dataset labelling 

 
Sentiment analysis as a classification and supervised learning 
needs labeled training data, which is essential for the ML 
models to train on. The problem of labeling in sentiment 
analysis comes down to the fact that language is very 
subjective. Unlike numbers or any other quantitative values 
that can be derived from a calculation, text-based data can be 
interpreted differently according to its context. As shown in 
Figure 3, it is understandable that manual labeling is the 
dominant way used to label the dataset by relying on an expert 
opinion on the text in question. This approach is also difficult, 
especially when the number of data increases or the 
complexity of the text varies. Text from social media is a 
prime example, because of the limitation of characters that the 
platform allows inspired the users to invent and use ingenuity 
to express their sentiment with emojis, etc. The use of emojis 
could be an advantage for sentiment analysis, on the other 
hand, the combination of them makes a text even more 
subjective and affects the analysis. In our study, we conclude 
that there are two ways of manual labeling being used; self-
labeling by the paper’s authors and using a language expert 
opinion. 
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Figure 4. Automatic labeling tools 

 
To overcome the difficulty of manual labeling, some studies 
rely on automatic labeling to speed up the process. Figure 4 
depicts the options on automatic labeling as we discovered in 
our study. For datasets originating from the Google Play Store, 
the use of ratings can be used to determine sentiment by 
implementing a simple calculation such as the study of [45], 
[49], [50]. But others rely on the use of a lexicon library or a 
pre-trained LLM which will calculate the text given into a 
prediction of the sentiment. Below is a list of methods used 
for automatic labeling we found in our study: 
 
 
1. Vader 
 
Vader is a specialized tool for sentiment analysis, particularly 
effective in analyzing social media text. It utilizes a lexicon-
based approach that is finely tuned to the nuances of informal 
language, such as slang, emoticons, and various punctuation 
styles, which are prevalent in platforms like X. This 
optimization allows Vader to accurately assess sentiment by 
calculating a composite score that categorizes text into 
positive, negative, or neutral sentiments based on the intensity 
of the emotional content expressed [70]. 
 
As this study focuses on sentiment analysis in the Indonesian 
language, the use of Vader as a tool for automatic labeling is 
surprising since the library is exclusively used only for 
English. This means that the text being predicted must be 
translated into English prior to the automatic sentiment 
labeling. We found only the study of [39] that works with 
English text and no translation is needed, other studies using 
the Vader library make use of a translation library such as 
Google Translation. 
 
2. Robustly optimized BERT approach (RoBERTa) 
 
RoBERTa is an advanced NLP model developed by Facebook 
AI that was built on the original Bidirectional Encoder 
Representations from Transformers (BERT) model with more 
improvements. These modifications have made RoBERTa one 
of the leading models in various NLP benchmarks, excelling 
in tasks such as text classification, sentiment analysis, and 
question-answering. The advantage of using RoBERTa for 
automatic labeling is the ability to use the model to recognize 
sentiment from the Indonesian language directly. This 
automatic language recognition ability is used by the study of 
[15] to perceive the public sentiment for electric vehicles in 
the Indonesian language. 

 
3. Indonesia Sentiment Lexicon (InSet) 

 
InSet is an Indonesian sentiment lexicon built to recognize 
opinion in text, predict it into either positive or negative, and 
could be utilized to analyze public sentiment towards a 
particular topic, event, or product. Composed using a 
collection of words from tweets, this library was constructed 
by manually weighting each word and adding enhancement by 
stemming and synonym set [71]. A study by [47] reported 
using InSet to decide which application has the best review 
between two crowdfunding applications using Google Play 
Store reviews. 
 
Since the library is built from the bottom up as a lexicon 
library for the Indonesian language, one study from [38] 
conducted  research to compare the performance of automatic 
labeling classification between Vader and InSet. The study 
found that an SVM performs better with an InSet label than 
Vader for sentiment analysis using X and that InSet is better at 
recognizing negative sentiment compared to Vader. In the end, 
the respective authors conclude that manual labeling is needed 
to compare the results between the two libraries to have a 
definitive conclusion. 
 
4. TextBlob 
 
TextBlob is a Python library that provides a simple API for 
common NLP tasks such as part-of-speech tagging, noun 
phrase extraction, sentiment analysis, classification, and more. 
The easy integration with Python as a de-facto programming 
language of data science makes these libraries easy to 
understand and implement. TextBlob only recognizes the 
English language just like Vader, so require a translation pre-
processing. One study that uses this library without a 
translation pre-processing is by [26] which focuses on the 
public sentiment toward COVID-19 vaccines that the World 
Health Organization (WHO) approved. 
 
 
5. IndoBERT 

 
IndoBERT is a variant of the BERT model, which has been 
meticulously trained on an extensive dataset comprising over 
220 million words, sourced from various Indonesian platforms, 
including Indonesian Wikipedia, news articles from Kompas, 
Tempo, Liputan6, and Korpus Web Indonesia [72]. 
Specifically designed to handle tasks in the Indonesian 
language, IndoBERT excels in predicting sentiment in the 
Indonesian language. A study by [14] uses IndoBERT as an 
automatic labeling to predict public sentiment for electric 
vehicles among X users in Indonesia. 
 
6. Custom Dictionary 
 
In our research, we found there are also studies by [10], [13], 
and [31] that use a custom lexicon dictionary consisting of 
two dictionaries. One is a dictionary containing positive words 
in Indonesia and the other is the negative words. The final 
result as stated in the papers was that two studies concluded 
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an accuracy lower than 80%, and there is only one paper that 
reported a 90% accuracy performance. Both of the results 
cannot be verified since there is no example of the dictionary 
being used in the study to compare with. 
 
D. Visualization 
 

4%

57%

39%

C…

 
Figure 5. Visualization preferences 

 
The use of visualization to help understand the sentiment 
being analyzed helps to give a bird’s eye view as a whole and 
the textual cues of the text. This tool is not only nice to look at, 
but also expresses an emotional landscape of the text. In some 
cases, the use of visualization can enhance and emphasize the 
most dominant expression in the text. as shown in Figure 5, 
word clouds are the most common visualization used in our 
study. This is not surprising since word clouds are used to 
highlight the most frequent words in the text being analyzed. 
 
The use of these types of visualization depends on the final 
end result of the study. Word clouds are used by papers with 
end-result studies of automatic sentiment prediction only, 
while social network analysis (SNA) uses word clouds and 
cluster visualization. An example of SNA to predict sentiment 
analysis is the studies done by [30], [44] in which a social 
event that captivates the public attention is being studied to 
determine the public sentiment and to answer whether a viral 
online topic is naturally spreading or orchestrated by a certain 
social media account. The other notable difference of the SNA 
study is the use of several types of visualization such as 
hierarchical dendrogram which depicts a tree-like diagram 
that shows the arrangement of clusters produced by 
hierarchical clustering, and how data points or groups are 
related to one another based on their similarity or distance 
[30]. Another type of visualization is the Fruchterman-
Reingold layout, an algorithm used for graph drawing, and 
visualizing networks in a way that makes the structure and 
relationships within the data clearer [30]. The other one is the 
layout circle that visualizes nodes arranged in a circular 
formation, placed at an equal distance from the center of the 
circle, to see all nodes and their connections in an easy 
manner [30]. 
 
 
 
 

E. Machine Learning 
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Figure 6. Types of models used for sentiment analysis 

 
As shown in Figure 6, the most dominant model being used 
for sentiment analysis is shallow learning. The simplicity and 
easy-to-understand relationships between input features and 
output give it an advantage over more complex and advanced 
deep learning model which could involve multiple layers in 
their architecture. The amount of data to train could be 
another reason why it has become a common model to choose 
over a deep learning model which needs a lot of training data. 
The training time is also much faster and fewer computing 
resources are needed to train them, especially with a 
Transformers model that can consume a lot of power, 
expensive and dedicated hardware such as a graphic 
processing unit (GPU) to speed up the training time, which is 
beyond the reach for small research to start with.  
 

99%

1%

C…
 

Figure 7. Use cases of shallow models 
 
The majority of shallow models being used are classification 
type, with one notable difference as shown in Figure 7, where 
the study of [73] on analyzing the sentiment of online 
shopping customers uses a clustering approach utilizing K-
Means as the model. 
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Figure 8. Types of shallow models used for sentiment analysis 
 
For the classification models, NB is the majority followed by 
SVM and KNN which total 85% of all reported models as 
shown in Figure 8. While the ensemble model is being used in 
the study of [39] to predict the sentiment of American 
veterans on the takeover of Afghanistan by the Taliban, 
incorporate LR, DT, SVM, and NB in the ensemble model. 
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Figure 9. Types of deep models used for sentiment analysis 

 
There are four types of deep learning architecture being used 
for sentiment analysis as shown in Figure 9. The most 
common attention-based architecture is IndoBERT such as in 
the study by [14], [34], [72] which uses transfer learning on 
the pre-trained IndoBERT model and trains it on the new 
sentiment dataset. This helps the training process since 
IndoBERT has already been trained on a huge amount of data, 
and this method is more accessible to use on an LLM for 
sentiment analysis. 
 
The other common model is deep sequence architecture that 
implements gated recurrent unit (GRU) and long-short term 
memory (LSTM) like the study by [27], [72], [74] which 
utilize GRU or LSTM on social media data. The use of 1-
dimensional convolution to predict sentiment is reported by 
the study of [74] and in a comparison with a GRU architecture. 
Another study reported by [35] compares the performance of 
NB and feed-forward NN to analyze social media data on the 
topic of e-voting implementation in Indonesia. 

 
 

Table 2. Models performance 
 

Ref Model Accuracy Dataset Topic 
[9] KNN 0.94 Twitter Government Policy 

[10] NB 0.90 Twitter Government Policy 
 SVM 0.78   
[11] NB 0.68 Twitter Government Policy 
[12] SVM 0.86 Instagram Government Policy 
[13] KNN 0.73 Twitter National or International Events 
 Random Forest 0.73   
[14] IndoBERT 0.99 Twitter Government Policy 
[15] LSTM 0.63 YouTube Government Policy 
[16] KNN 1.00 Twitter Government Policy 
[17] NB 0.87 Twitter Government Policy 
 SVM 0.91   
[18] NB 0.63 Instagram Government Policy 
 KNN 0.69   
[19] KNN 0.84 Twitter Government Policy 
[20] KNN 0.85 Twitter Government Policy 
[21] SVM 0.98 Twitter Government Policy 
 NB 0.99   
 Random Forest 0.99   
[22] NB 0.81 Twitter Government Policy 
 DT 0.68   
[23] NB 0.99 Twitter Government Policy 
[24] NB 0.96 Twitter Government Policy 
 SVM 0.95   
[25] NB 0.83 Twitter Covid-19 
 DT 0.78   
[26] KNN - Twitter Covid-19 
[27] NB 0.85 Twitter Covid-19 
 SVM 0.85   
 LSTM 0.83   
[28] NB 0.93 Twitter Covid-19 
[29] SVM 0.81 Twitter Covid-19 
[30] SNA - Custom Covid-19 
[31] NB 0.63 Twitter General Elections 
 SVM 0.70   
[32] LR 0.86 Custom General Elections 
[33] SVM 0.91 Twitter General Elections 
[34] IndoBERT 0.84 Twitter General Elections 
 NB 0.81   
 SVM 0.80   
[35] NB - Twitter General Elections 
 NN -   
[36] NB 0.84 Twitter General Elections 
[37] NB 0.73 Twitter National or International Events 
 SVM 0.80   
[38] Lexicon - Twitter National or International Events 
[39] Ensemble 0.75 YouTube National or International Events 
 KNN 0.43   
 DT 0.68   
 SVM 0.65   
 LR 0.75   
[40] NB 0.80 Twitter National or International Events 
[41] SVM 0.99 Twitter National or International Events 
 DT 0.97   
[42] SNA - Twitter National or International Events 
[43] KNN 0.92 Twitter National or International Events 
[44] SNA - Twitter National or International Events 

[45] NB 0.87 

Google 
Play 

Store Commercial Products/Services 
[46] NB 0.96 Twitter Commercial Products/Services 

[47] Lexicon InSet - 

Google 
Play 

Store Commercial Products/Services 

[48] NB 0.64 

Google 
Play 

Store Commercial Products/Services 

[49] SVM 0.84 

Google 
Play 

Store Commercial Products/Services 
 NB 0.79   

[50] NB 0.81 

Google 
Play 

Store Commercial Products/Services 
 SVM 0.86   
[51] NB 0.86 Twitter Commercial Products/Services 
[52] KNN 0.83 Custom Commercial Products/Services 
[53] SNA - Twitter Commercial Products/Services 
[54] NB 0.93 Custom Commercial Products/Services 
[55] NB 0.65 YouTube Government Policy 
[56] DT 0.77 Twitter Commercial Products/Services 
 NB 0.77   
[57] KNN 0.85 Twitter Commercial Products/Services 
[58] SVM 0.59 Twitter Commercial Products/Services 
 NB 0.47   

[59] SVM 0.92 

Google 
Play 

Store Commercial Products/Services 
[60] SVM 0.88 Twitter Commercial Products/Services 
 NB 0.76   
 LR 0.86   
[61] NB 0.86 Twitter Commercial Products/Services 
 AdaBoost-NB 0.87   



JIEET: Volume 08 Nomor 02, 2024 
(Journal Information Engineering and Educational Technology)           ISSN : 2549-869X 
 

79 
 

[62] NB 0.96 

Google 
Play 

Store Commercial Products/Services 
[63] NB 0.85 Twitter Commercial Products/Services 
[64] SVM 0.80 Twitter Commercial Products/Services 

 
SVM+Adaboos
t 0.80   

[65] NB 0.80 

Google 
Play 

Store Commercial Products/Services 
 KNN 0.78   
[66] KNN 0.79 Twitter Covid-19 
 SVM 0.54   

[67] SVM 0.93 
Google 

Map National or International Events 
[68] SVM 0.85 YouTube General Elections 
[69] Hybrid Model 0.85 Various Multi-Purpose 

[72] IndoBERT 0.96 

Google 
Play 

Store Commercial Products/Services 
[73] K-Means - Custom Commercial Products/Services 
[74] CNN 0.91 Twitter Government Policy 
 GRU 0.91   
 GRU-CNN 0.91   
 CNN-GRU 0.91   
[75] NB 0.79 Twitter Government Policy 
 SVM 0.85   
[76] SVM 0.84 Twitter General Elections 
 NB 0.77   
 LR 0.84   
[77] NB 0.75 Twitter Covid-19 
 KNN 0.49   
[78] NB 0.87 Twitter Covid-19 

[79] KNN 0.75 

Google 
Play 

Store Commercial Products/Services 
[80] NB 0.90 Twitter Covid-19 
[81] DT 0.66 Twitter National or International Events 
[82] SVM 0.72 Twitter Covid-19 

[83] NB 0.90 
Google 

Map Commercial Products/Services 
 SVM 0.92   
[84] KNN 0.91 Twitter General Elections 
[85] NB 0.69 Custom National or International Events 
 KNN 0.85   

 
Table 2 shows the performance results as reported in the 
papers by their respective authors. The accuracy results cannot 
be used to justify whether one model is better than the other 
since there are differences in methodology, dataset, research 
goals, and hyperparameters setting that vary and must be 
considered and verified accordingly. 
 
F. Tools and Languages 
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Figure 10. Tools and languages used for sentiment analysis 

 
As shown in Figure 10, we identified not only programming 
languages but tools used for sentiment analysis as a way to 
know exactly what is the preference for doing sentiment 
analysis. The most common language is Python as the de-
facto standard language for data science, followed by Rapid 
Miner a drag-and-drop Java-based application for doing data 
analytics. R with Rstudio and Orange only took a small 

portion of the survey, while Netlytic is mainly used for doing 
SNA. 

IV. CONCLUSION 

 
There have been many studies performed in Indonesia using 
the Indonesian language to predict or analyze sentiment. 
These studies are conducted commonly with online data 
especially on social media since this method is easier and 
more accessible than a survey. The increased attention and the 
need to perform a fast and accurate sentiment analysis has 
brought forward tools built especially to tackle the difficulty 
of the Indonesian language context and syntax. A library like 
Sastrawi often used as a stemmer, gives an impact by reducing 
the dimensionality of processing text data by transforming the 
word to its base root word. This tool can help a lot of studies 
beyond sentiment analysis because it is applicable to all text 
processing in the Indonesian language. The use of stop words 
dictionary commonly used to erase non-important words in a 
text has also caught our attention during our study. Although 
well know library provides a stop-word dictionary in the 
Indonesian language such as the spacy library, we found some 
studies use a custom stop-word dictionary.  
 

82%

18%

V…  
Figure 11. Papers using Vader and InSet 

 
If text mining is not already a daunting task, the various ways 
people express their sentiments on social media have put 
another strain by way of emojis and slang words. Fortunately, 
there is an abundance of slang word dictionaries that are 
available to download, use, and modify according to the need. 
The creation of InSet by [71] as a lexicon library to predict 
sentiment in the Indonesian language could let the researchers 
focus more on the problem at hand. A study to compare both 
dictionaries is done by [47] and reported that InSet performs 
better than Vader. As shown in Figure 11 the use of InSet is 
still in its infancy, but in the future could surpass Vader or 
TextBlob because a translation from Indonesian to English is 
no longer needed to perform automatic labeling, 
 
As shown in Figure 6, most ML used is shallow learning and 
NB reigns supreme. Together with SVM and KNN, they 
comprise almost 85% of the total shallow learning used in the 
application of sentiment analysis. It proves that the majority of 
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research in sentiment analysis revolves around the three ML 
models, and they will continue to be used in the future. 
 
The use of more advanced and complicated models has started 
to increase which could produce better results in the study of 
sentiment analysis. The application of attention-based 
architecture like Transformers compared to sequence-based 
architecture like LSTM and GRU is a sign that the traction of 
the application on sentiment analysis will likely produce a 
model which understands the context and the position of the 
text better than the result of a shallow model which only 
accounts the value of the word. The introduction of 
IndoBERT, an LLM specifically trained and capable of 
performing more than sentiment analysis in the Indonesian 
language has started to make ground for a reliable alternative 
in sentiment analysis prediction or automatic labeling. This 
model can also be the best alternative option to the more 
established lexicon libraries such as Vader, TextBlob, or even 
InSet because it has been trained on a huge amount of text and 
sentiment in the Indonesian language. Some studies have 
utilized this ability to provide automatic labeling such as the 
study by [14], while other studies utilize the ability of transfer 
learning and retrain the model for a particular problem such as 
the study by [34], [72].  
 
It is very clear that at this moment, we are still at an early 
stage of sentiment analysis but the future is hopeful. The 
application of sentiment analysis lies beyond a single domain 
problem but is far stretched to almost anything that can attract 
the public curiosity about certain events, issues, products, and 
services. As discussed above, the amount of data is growing 
every day and the public sentiment curiosity for an answer 
will never stop and more research on this subject will turn out 
to answer it. 
 
In this research, we exhaustively reviewed studies on the 
application of sentiment analysis in Indonesia and the 
Indonesian language. In our opinion, there will be more tools 
and libraries to help researchers specifically in the Indonesian 
language as the interest and the challenge grows. More 
complex and advanced models will be utilized to give a better 
result than the models used today because more accurate 
prediction is needed. The way to give a better prediction is to 
understand more about the context of the text in question, 
which proves difficult using the current majority model at the 
moment. 
 
Finally, we hope that this review will serve as a starting point 
for other researchers in the application of sentiment analysis, 
as well as other researchers who are more focused on 
improving and inventing ways to enhance sentiment analysis 
in Indonesia. More research, tools, methods, and solutions are 
required to improve this field. 
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