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 The development of information technology encourages educational 

institutions to have a reliable and structured computer network 

infrastructure. This study aims to design a campus computer network 

using Cisco Packet Tracer simulation with a VLAN segmentation 

approach and star topology. The methods used include identifying 

network requirements, designing topology, allocating IP subnets using 

subnetting techniques, and configuring devices such as routers, 

switches, and access points. The RIPv2 protocol is used to support 

communication between VLANs, and DHCP is implemented to 

facilitate automatic IP address assignment. The simulation results 

show that all devices in the network can be connected to each other 

well, as evidenced by connectivity tests using the ping and tracert 

commands. All tests produced positive responses without any packet 

loss or failed communication routes. This study proves that Cisco 

Packet Tracer is an effective tool in designing and testing networks 

before physical implementation. 
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1. INTRODUCTION 

The development of information and communication technology (ICT) in the current digital era has brought 

significant changes in various aspects of life, including in the education sector [1], [2]. Universities as higher 

education institutions are required to be able to provide adequate technological infrastructure to support academic, 

administrative, research, and community service activities [3]. One important element of ICT infrastructure in the 

campus environment is a reliable, secure, and efficient computer network [4]. 

Computer networks enable fast and efficient data exchange between users, devices, and campus information 

systems, such as Learning Management Systems (LMS), academic portals, digital repositories, and internal email 

services [5]. In addition, with the increasing use of mobile devices and the Internet of Things (IoT) in academic 

environments, the need for stable and scalable networks is becoming increasingly important [6], [7]. 

However, designing and implementing a complex campus computer network spread across multiple buildings 

and with many users requires significant costs, technical expertise, and careful planning [8]. One approach to 

reducing risk and costs in the early stages of network development is to conduct simulations prior to actual 

implementation. These simulations allow for testing of network designs, performance analysis, and evaluation of 

failure scenarios at minimal cost [9]. 

One of the most widely used network simulation software is Cisco Packet Tracer, an interactive simulation 

application developed by Cisco Systems. Cisco Packet Tracer allows users to create virtual network models, 

configure devices, and monitor the flow of data packets in real time [10]. This application is very useful for both 

technical training and for the initial design of small to medium-scale networks, including for campus network 

simulation needs [11]. 

In large-scale network designs such as campuses, the use of Virtual Local Area Networks (VLANs) is an 

important solution for network segmentation. VLANs allow logical network separation even though devices are 

on the same physical switch, thus improving security, bandwidth efficiency, and ease of management [12], [13]. 
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By using VLANs, academic, administrative, laboratory, and student departments can be grouped into separate 

networks that suit their respective needs and access levels [14]. 

This research aims to design and simulate a VLAN-based campus computer network using the Cisco Packet 

Tracer application. The research focuses on creating a network topology spanning multiple buildings/laboratories, 

configuring VLANs on switches, testing connectivity between network segments, and analyzing simulation 

results. The results of this research are expected to serve as an initial reference in developing a structured, secure, 

and flexible campus network infrastructure. 

 

2. RESEARCH METHODS 

This research uses an experimental engineering approach by applying Cisco Packet Tracer software-based 

simulations to the design of a campus-scale computer network. The goal of this method is to produce a network 

design that is efficient, structured, and easy to implement in a real campus environment. The stages involved 

include: reviewing computer network concepts, selecting topologies, identifying network requirements, designing 

the network, and then configuring and testing. 

 

2.1. Computer Network Concept 

A computer network is a system consisting of two or more computer devices that are connected to each other 

to exchange information and share resources, such as files, printers, databases, and internet connections. 

According to Tanenbaum and Wetherall, a computer network is a collection of autonomous devices that are 

connected to each other using transmission media and following certain protocol rules in order to communicate 

effectively [15]. 

In the context of higher education, computer networks play a vital role in supporting learning processes, 

research, academic administration, and the integration of campus digital services, such as e-learning, the 

Academic Information System (SIAKAD), and scientific repositories. The use of computer networks in the 

campus environment also makes a significant contribution to supporting the digitalization of academic processes 

and the operational efficiency of institutions [16]. 

Based on the area covered, computer networks are divided into three main types: 

• Local Area Network (LAN): a network with limited coverage, such as within a single building or campus. 

• Metropolitan Area Network (MAN): a network that covers an area between buildings or campus 

locations in one city. 

• Wide Area Network (WAN): a large-scale network such as an inter-university network or a connection 

to the internet. 

Computer networks can also be categorized based on their functional architecture: 

• Client-Server: there is a server computer that provides services and clients that access them. 

• Peer-to-Peer: all computers have an equal role and can share resources with each other without a central 

server. 

From the infrastructure side, computer networks consist of: 

• Hardware such as switches, routers, access points, UTP/STP cables, and NICs. 

• Software such as network operating systems and monitoring applications. 

• Transmission media, both wired and radio waves (wireless). 

The primary communication protocol used is TCP/IP, which supports logical addressing, packet segmentation, 

and data routing. Additionally, additional protocols such as DNS, DHCP, HTTP, FTP, and SMTP are also widely 

used to support specific services. 

The development of modern network technology has also encouraged the use of the concept: 

• Virtual Local Area Network (VLAN) for logical segmentation of networks. 

• Quality of Service (QoS) for priority-based traffic management. 

• Firewall and IDS/IPS for network protection against cyber attacks. 

Thus, a comprehensive understanding of computer network concepts is an important basis for designing 

reliable, efficient, and secure ICT infrastructure in a university environment. 

 

2.2. Star Topology 

The star topology is one of the most widely used network topologies, especially in local environments such as 

schools, campuses, and offices. In this topology, each device (host) is connected to a central device, such as a 

switch or hub, which serves as a control point for data traffic within the network. This connection forms a star-

like pattern, with the center of the star controlling all communication between devices. 

The main advantage of a star topology is ease of network management and maintenance. If a cable or client 

device is damaged, it will not affect the connectivity of other devices. Furthermore, troubleshooting can be done 

more quickly because the communication path is centralized and well-controlled [17]. 
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In its implementation, switches are used more often than hubs because they support efficient data delivery and 

do not cause data collisions like in hubs. The use of switches also supports logical VLAN segmentation, which is 

very useful in dividing network traffic based on organizational functions [18]. 

Some of the advantages of star topology include: 

• Easy to install and configure, because each device only requires one cable to the center. 

• High fault tolerance, failure of one node does not affect other nodes. 

• Easy to expand, simply add cables to the switch to add new devices. 

However, this topology also has weaknesses, namely: 

• High dependence on the central device (switch); if the switch is damaged, the entire network can be 

disrupted. 

• Installation costs are higher than bus topology because it requires more cables and active devices [19]. 

 

 
Figure 1. Star topology 

 

2.3. Identify Network Needs 

Before designing and implementing a network, a very important initial step is to identify network 

requirements. This stage aims to determine the number of devices, connection types, topology used, required 

services, and the functional and non-functional requirements of the network to be built. Accurate identification of 

requirements will have a direct impact on the efficiency, reliability, and scalability of the network system as a 

whole [20]. Some important aspects identified in campus network development include: 

 

A. Number and Type of Devices 

The devices that will be connected to the network consist of: 

• Client devices: lecturer PCs, laboratory computers, TU computers, laptops, and smartphones. 

• Active network devices: switches, routers, and access points. 

• Server devices: such as file servers, database servers, and academic information system servers. 

 

B. Network Segmentation 

To increase efficiency and security, the network is divided into several segments, including: 

• Administrative segment (TU) 

• Academic segment (lecturer's room and laboratory) 

• Infrastructure segment (server) 

• Wireless segment (buildings A and B) 

 

This segmentation also allows the implementation of VLANs (Virtual LANs) to logically separate data traffic 

between departments, even though they use the same physical infrastructure. 

 

C. Required services 

Some important network services that must be provided in this system include: 

• DHCP (Dynamic Host Configuration Protocol) for IP addressing automation 

• DNS (Domain Name System) for name resolution 

• Routing between VLANs using the RIPv2 protocol 

• Wireless access in building areas A and B 
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D. IP Address Requirements 

Each segment has a different number of devices, requiring efficient IP addressing planning. CIDR is used to 

allocate IP addresses according to the number of hosts per segment, preventing wasteful IP allocation. 

Identification of these needs is the basis for compiling topology designs, subnet allocations, and network 

device configurations in the simulation implementation stage using Cisco Packet Tracer. 

 

2.4. Network Design 

After identifying network requirements, the next step is to design the computer network to be implemented. 

This network design includes a comprehensive topology overview, network segmentation, and the relationships 

between devices such as routers, switches, access points, and end devices. The design is performed using Cisco 

Packet Tracer software, which allows for detailed visualization of network elements and virtual testing of their 

functionality. This design adopts a star topology combined with the use of VLANs (Virtual Local Area Networks) 

to logically separate data traffic between departments. 

The following figure shows a campus network design scheme consisting of three main routers that manage 

several network segments such as the server room, lecturer room, administration, computer laboratory, and 

wireless areas in Buildings A and B. Each router is designed to handle several network IDs with customized 

configurations using subnetting and routing techniques between VLANs. 

 

 
Figure 2. Network design 

 

In the topology that we created, each router has several network IDs, which are explained as follows: 

1. Main Router: This router acts as the central device connecting other routers, and communication between them 

must pass through it. In a real-world implementation, this router will also act as a bridge or gateway to the 

Internet Service Provider. This router manages the Network ID for the server room. 

2. Router 2 manages two network IDs: the Lecturer's Room and the Administration Room. The entire network 

uses wired media, with no wireless connections. 

3. Router 3 is the router that has the most Network IDs, there are 3 Network IDs, namely the Network for the 

Computer Laboratory, Building A, and Building B. The network on router 3 has 2 networks that are distributed 

using wireless media, namely the network in Building A and Building B. 

 

2.5. Network Configuration 

After the network design is completed, the next step is configuring the network devices to ensure they operate 

according to the design. This configuration is performed in stages on each major network component, such as 

routers, switches, and end-user devices. The configuration focuses on assigning IP addresses, establishing 

VLANs, setting up trunking between switches, routing between VLANs using RIPv2, and configuring DHCP to 

automatically distribute IP addresses to client devices. 
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All configurations were performed within the Cisco Packet Tracer simulation environment, allowing for 

hands-on testing of network connectivity. Configuration was performed manually via the command-line interface 

(CLI) for flexibility and industry-standard practices. The following details the configuration steps performed on 

each device. 

 

2.5.1. Server Room 

The server room needs 2 usable IPs for 2 servers, because there are 2 servers, we create 2 Network IDs for the 

server room using CIDR /30 which has 2 usable IPs (for the Server Interface and Router / Gateway Interface) with 

the following IP Table: 

 

Table 1. Server 1 

Network ID 1.1.1.0/30 

Netmask 255.255.255.252 

Number of Segments 64 

Number of Usable IPs 2 

Block ID used 0-3 

Broadcast 1.1.1.3/30 

Gateway 1.1.1.1/30 

Usable IP Range 1.1.1.1-1.1.1.2 

 

Table 2. Server 2 

Network ID 2.2.2.0/30 

Netmask 255.255.255.252 

Number of Segments 64 

Number of Usable IPs 2 

Block ID used 0-4 

Broadcast 2.2.2.3/30 

Gateway 2.2.2.1/30 

Usable IP Range 2.2.2.2-2.2.2.2 

 

2.5.2. Administration room 

The Administration Room has a need for 3 PCs and 3 printers, so 6 usable IPs are needed, the CIDR we use 

is /28 with the following details: 

 

Table 3. Administration 

Network ID 51.51.51.0/28 

Netmask 255.255.255.240 

Number of Segments 16 

Number of Usable IPs 14 

Block ID used 0-15 

Broadcast 51.51.51.15/28 

Gateway 51.51.51.1/28 

Usable IP Range 51.51.51.1-51.51.51.14 

 

2.5.3. Lecturer's Room 

The lecturer's room requires 10 PCs and 1 printer, so 11 usable IPs are needed, the CIDR we use is /28 with 

the following details: 

 

Table 4. Lecturer Room 

Network ID 52.52.52.0/28 

Netmask 255.255.255.240 

Number of Segments 16 

Number of Usable IPs 14 

Block ID used 0-15 

Broadcast 52.52.52.15/28 

Gateway 52.52.52.1/28 

Usable IP Range 52.52.52.1-52.52.52.14 
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2.5.4. Computer lab 

The computer laboratory has 20 PCs which require 20 usable IPs, therefore we use CIDR /27 with the 

following details: 

 

Table 5. Computer Laboratory 

Network ID 53.53.53.0/27 

Netmask 255.255.255.224 

Number of Segments 8 

Number of Usable IPs 30 

Block ID used 0-31 

Broadcast 53.53.53.31/27 

Gateway 53.53.53.1/27 

Usable IP Range 53.53.53.1-53.53.53.30 

 

2.5.5. Building A 

Building A has many classrooms, because of the many needs, we use CIDR 24 with 254 usable IPs. With the 

following details: 

 

Table 6. Building A 

Network ID 54.54.54.0/24 

Netmask 255.255.255.0 

Number of Segments 1 

Number of Usable IPs 254 

Block ID used 0-255 

Broadcast 54.54.54.255/28 

Gateway 54.54.54.1/28 

Usable IP Range 54.54.54.1-54.54.54.254 

 

2.5.6. Building B 

Building B has many classrooms, because of the many needs, we use CIDR 24 with 254 usable IPs. With the 

following details: 

 

Table 7. Building B 

Network ID 55.55.55.0/24 

Netmask 255.255.255.0 

Number of Segments 1 

Number of Usable IPs 254 

Block ID used 0-255 

Broadcast 55.55.55.255/24 

Gateway 55.55.55.1/24 

Usable IP Range 55.55.55.1-55.55.55.254 

 

2.5.7. Network Router 

Network IDs are also required for communication between routers. This time, we'll divide the network IDs 

into two: 1. Main Router - Router 2, and 2. Main Router - Router 3. In these two networks, the main router acts 

as the gateway. The configuration details are as follows: 

 

Table 8. Main Router-Router 2 

Network ID 20.0.0.0/30 

Netmask 255.255.255.252 

Number of Segments 64 

Number of Usable IPs 2 

Block ID used 0-3 

Broadcast 20.0.0.3/30 

Gateway 20.0.0.1/30 

Usable IP Range 20.0.0.1-20.0.0.2 
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Table 9. Main Router-Router 3 

Network ID 30.0.0.0/30 

Netmask 255.255.255.252 

Number of Segments 64 

Number of Usable IPs 2 

Block ID used 0-3 

Broadcast 30.0.0.3/30 

Gateway 30.0.0.1/30 

Usable IP Range 30.0.0.1-30.0.0.2 

 

3. RESULTS AND DISCUSSION 

Testing is performed after all network configurations are completed in Cisco Packet Tracer software. The 

purpose of this testing is to ensure that all network devices can communicate with each other and that connectivity 

between network segments is functioning as expected. Testing is performed using an ICMP communication 

approach using the ping command and route analysis using tracert. 

 

3.1. ICMP testing via PING command 

Testing connectivity in a computer network is a crucial step to ensure that all connected devices are properly 

configured and able to communicate with each other. One of the most common methods for testing connectivity 

is through the Internet Control Message Protocol (ICMP), specifically the ping command. This command works 

by sending an echo request packet to the destination IP address and waiting for a reply. If the destination device 

responds, the connection is considered successful; conversely, if there is no response or the request times out, 

there may be a configuration or topology issue. 

In this campus network simulation, ping tests were conducted from various devices spread across several 

network segments, including the administration room, lecturer rooms, computer labs, and mobile devices in 

buildings A and B. The goal was to test communication between VLANs and ensure that the routing configuration 

between subnets was working properly. Furthermore, this test was used to verify the effectiveness of the DHCP 

service in automatically distributing IP addresses. 

For example, Figure 3 to Figure 7 shows the results of connection tests from each source device to the 

destination, such as from the TU room PC to Server 1, from the lecturer room PC to Server 2, and so on. All tests 

showed positive results with four replies and no packet loss (0% packet loss), which indicates that the VLAN 

configuration, subnetting, and routing protocol (RIPv2) have been successfully implemented. 

 
Figure 3. Testing from the TU room PC to server 1 

 

This image shows the results of a connection test from a PC in the Administration room (VLAN 10) to Server 

1 (VLAN 40). The ping results show four replies with a stable TTL (Time to Live) value, indicating that the inter-

VLAN communication channel is functioning properly. There are no request timeouts, indicating that the inter-

VLAN routing and IP addressing configuration on both devices is running smoothly. 
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Figure 4. Testing from the Lecturer's Room PC to Server 2 

 

This image shows the results of a connection test from a PC in the lecturer's room (VLAN 20) to Server 2 

(also on VLAN 40). As before, the ping was successful without packet loss. This success indicates that routing 

from VLAN 20 to VLAN 40 has been correctly configured using the RIPv2 protocol, and there are no issues with 

IP distribution from the DHCP server. 

 
Figure 5. Testing from the Computer Lab PC to server 1 

 

In this figure, a test was conducted from a PC in the computer lab (VLAN 30) to Server 1. All replies were 

received without significant delay, with the default TTL indicating the route had no more than three hops. This 

indicates that access from the client in the lab to the central server is smooth and stable. 

 
Figure 6. Testing from smartphone Building A to server 1 

 

This image demonstrates the ping results from a smartphone device on Building A's wireless network (VLAN 

50) to Server 1. Communication was successful without error. This proves that connectivity from the wireless 

network to the wired backbone has been effectively established and the wireless VLAN has been configured 

correctly. 

 



Journal of Applied Informatics Research Vol 01 No 01 (2025) pp. 45~56 

53 

 

 
Figure 7. Testing from Building B Smartphone to TU room PC 

 

The final image shows the test results from a mobile device in Building B (VLAN 60) to a PC in the 

Administration Room (VLAN 10). Ping responses were received perfectly without any timeouts, indicating that 

all inter-VLAN communication paths through the router were functioning as expected. 

To provide a comprehensive overview of the test results, Table 1 summarizes the ping results from five primary 

devices to different target destinations. All tests were successful, indicating that communication between devices 

and between VLANs was functioning normally and no network issues were detected during the testing process. 

 

Table 10. Connectivity Test Results 

No Testing Objective Results 

1 Administration Room PC → Server 1 1.1.1.2 Reply x4, 0% Packet Loss 

2 Lecturer Room PC → Server 2 2.2.2.2 Reply x4, 0% Packet Loss 

3 PC Computer Lab → Server 1 1.1.1.2 Reply x4, 0% Packet Loss 

4 Smartphone Building A → Server 1 1.1.1.2 Reply x4, 0% Packet Loss 

5 Smartphone Building B → PC Administration Room 51.51.51.X Reply x4, 0% Packet Loss 

 

From these results, it can be concluded that all configured devices communicated successfully without packet 

loss. This indicates that the IP configuration, VLAN allocation, inter-subnet routing settings, and DHCP services 

were implemented correctly and functioning as intended. 

 

3.2. Route Analysis with tracert 

After performing a basic connectivity test using the ping command, the next step in network evaluation is to 

analyze the data path between devices using the tracert (Trace Route) command. This command is used to trace 

the path a data packet takes from a source device to its destination, providing information about each hop it passes 

through. 

The purpose of using tracert in this simulation is to ensure that inter-VLAN routing is configured correctly 

and to identify any suboptimal communication paths or problems with the connecting routers. Each hop in the 

tracert output indicates the router or gateway the packet passes through, along with the response time. 

The analysis was performed from five different devices in each VLAN segment to a specific destination device, 

and the results are visualized in Figures 8 through 12. The results show that data travels through one or two routers 

depending on the device location and destination, and there is no significant delay in response time. This indicates 

that the RIPv2 routing protocol has performed well to deliver routes between VLAN subnets. 

 
Figure 8. Testing from the TU room PC to server 1 
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This figure shows that data from a PC in VLAN 10 to Server 1 in VLAN 40 passes through a single router 

(the default gateway) and is forwarded directly to its destination. This indicates that the static routing 

configuration, or RIPv2, has detected the fastest and most efficient route between segments. 

 
Figure 9. Testing from the Lecturer's Room PC to Server 2 

 

The results in this image show two hops before arriving at Server 2. The first hop is the VLAN 20 router, and 

the second hop is the VLAN 40 router. This shows that the path between the routers has been configured 

sequentially and the route can be traversed properly without errors. 

 
Figure 10. Testing from the Computer Lab PC to server 1 

 

This figure shows three hops: first to the local gateway (VLAN 30), then to the distribution router, and finally 

to Server 1. This shows a segmented network topology with stable connection paths in each VLAN. 

 
Figure 11. Testing from smartphone Building A to server 1 

 

Devices on Building A's wireless network traverse two hops: access point → wireless VLAN router → server 

VLAN router. Despite using a wireless network, no delays or errors are visible in the tracert output, indicating 

that the wireless network has been configured correctly. 

 
Figure 12. Testing from Building B Smartphone to TU room PC 

 

Three hops are visible: first from the access point VLAN 60, then to the central router, and finally to VLAN 

10. This illustrates optimal interconnection between segments despite passing through multiple VLAN logical 

paths. 
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4. CONCLUSION 

This research has successfully designed and simulated a campus computer network using Cisco Packet Tracer 

with a VLAN segmentation approach and a star topology. The design process involved identifying network 

requirements based on the work units within the campus environment, as well as assigning IP addresses using 

subnetting techniques for efficiency and ease of management. 

Simulation results showed that the network configuration, including VLAN settings, DHCP, and inter-VLAN 

routing using the RIPv2 protocol, worked well. Connectivity testing using ping and tracert commands from 

various devices on each network segment demonstrated that all devices could connect seamlessly, both wired and 

wirelessly. 

With this design and simulation, educational institutions have a baseline that can be used to implement a real-

world physical network. Furthermore, using Cisco Packet Tracer as a simulation tool has proven effective in 

minimizing the risk of configuration errors before implementation in a real-world environment. This study is 

limited to the design and simulation stages without real-world deployment. Future work can integrate IoT device 

connectivity and implement advanced network security measures, such as firewalls and VLAN-based access 

control, to further support the scalability and resilience of campus networks. 
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