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experiments using datasets divided into two-week, one-month, and
two-year time intervals. The experimental results show that the two-

Keywords: year interval achieves the best performance, producing a Mean
Recommendation System; Average Precision (MAP) of 0.02254 with a computational time of
Collaborative Filtering; 2741.7 seconds. In contrast, the two-week interval achieves a MAP of
Fashion Personalization; 0.00915 in 1609.2 seconds, while the one-month interval produces a
Cosine Similarity; MAP of 0.00554 with a computational time of 3118.9 seconds. The
Temporal Segmentation main contribution of this study lies in the optimization of data

structure transformation through dictionary-based modeling, which
significantly improves training efficiency. These findings underscore
the crucial role of temporal granularity in improving the accuracy and
computational efficiency of collaborative filtering-based personalized
fashion recommendation systems.

1. INTRODUCTION

The rapid evolution of global e-commerce has fundamentally restructured the retail industry, changing not
only how consumers access products but also how businesses deliver value. In this transformation, the fashion
sector has emerged as one of the most dynamic, complex, and profitable verticals, driven by ever-changing
consumer tastes, seasonal trends, and cultural influences. The proliferation of internet penetration, widespread
adoption of mobile devices, seamless integration of digital payment systems, and a shift in consumer behavior
towards on-demand personalization have collectively acted as powerful growth drivers in the fashion retail
segment. According to global market trends, online fashion retail alone has reached a valuation of nearly USD
406 billion, with an impressive compound annual growth rate (CAGR) of 18% [1]. The United States, one of the
world's largest digital retail markets, recorded online sales of USD 414 billion in 2018, contributing significantly
to the increase in global e-commerce revenue from USD 2.29 trillion in 2017 to approximately USD 4.48 trillion
in 2021 [2]. This exponential growth underscores the strategic importance of implementing intelligent systems to
manage user preferences and product diversity at scale. The inherently visual, stylistic, and personal nature of
fashion products, including clothing, accessories, and footwear, poses a unique set of challenges for online
recommendation systems. Unlike books or electronics, where specifications are often objective and comparisons
straightforward, fashion choices are closely tied to subjective user preferences, cultural identities, and rapidly
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changing trends. This results in an ever-expanding and diverse product vocabulary that can overwhelm users and
challenge traditional filtering mechanisms [3]. Consequently, intelligent systems, particularly recommendation
engines, have become an indispensable tool for fashion e-commerce platforms. These systems help consumers
navigate vast inventories by tailoring product suggestions based on their inferred preferences, thereby reducing
cognitive load and enhancing the shopping experience [4]. However, despite advances in algorithmic
recommendation engines, fashion-specific platforms often face limitations in delivering contextually relevant and
truly personalized output. Challenges such as data scarcity, the cold-start problem, and the intrinsic subjectivity
of fashion perception remain key obstacles [5].

However, the increasing availability of user-generated data has opened new avenues for improving
recommendation quality. From transaction history, product ratings, and click-through behavior, to textual reviews
and search queries, e-commerce platforms now have access to both explicit and implicit feedback signals. This
richness enables more sophisticated modeling of user behavior, allowing systems to move from surface-level
matching to personalized inference models [6]. Similarly, the evolution of recommendation system methodologies
from rule-based approaches to machine learning-based architectures has enabled greater generalization and
adaptation across user segments [7]. Today's state-of-the-art recommenders are algorithmic systems capable of
learning dynamic user preferences through the integration of historical interactions and content-based metadata,
further refined with real-time behavioral analysis [8]. In the fashion world, personalization is not a luxury but a
necessity. Purchasing decisions are heavily influenced by aesthetic alignment, perceived style fit, peer trends, and
social validation mechanisms such as likes, reviews, or influencer endorsements [9]. Large-scale platforms such
as Amazon, Netflix, and Facebook have demonstrated how personalized recommendation systems can
significantly impact user retention, engagement, and conversion through adaptive content delivery [10]. In fashion
e-commerce, recommendation systems enable significant reductions in search friction, increase product relevance,
and contribute to user satisfaction. These systems typically leverage data points such as browsing history, product
metadata, ratings, and behavioral patterns to tailor reccommendations without violating personal privacy [11].

Among various algorithmic strategies, Collaborative Filtering (CF) has gained considerable traction due to its
domain independence and ability to discover latent patterns in user-item interactions. CF works by analyzing the
preferences of a group of users or items and identifying correlations to predict future interest, without relying on
content-specific attributes [12]. Widely adopted in the industry, CF has become fundamental in services such as
Amazon's "Customers who bought this also bought" and Netflix's rating-based movie suggestions [13]. CF is
broadly classified into two types: User-Based Collaborative Filtering (UBCF), which identifies similarities among
users, and Item-Based Collaborative Filtering (IBCF), which computes item similarity based on users' shared
interaction history [14]. The computational core of CF typically involves the construction of a user-item
interaction matrix, followed by the application of a similarity metric such as cosine similarity, Pearson correlation,
or Jaccard index to generate a recommendation score [15]. The main advantage of CF lies in its ability to evolve
over time, adapting dynamically as new user feedback is gathered. However, its reliance on sufficient historical
data makes it vulnerable to cold-start conditions and matrix sparsity, which often limits its application to newer
or niche segments [16].

To mitigate these issues, the recommendation system literature has proposed various enhancements.
Techniques such as hybrid models that integrate content-based features with collaborative patterns have been
shown to reduce sparsity and enhance personalization. Other approaches include context-based recommendations,
temporal modeling, matrix factorization, and clustering, each aiming to improve performance metrics or reduce
computational complexity [17]. More recently, unsupervised learning methods such as k-means, latent semantic
analysis, or autoencoders have been combined with CF to better capture multidimensional user-item relationships,
especially in large-scale or high-dimensional datasets [18]. Furthermore, contextual similarity measures, such as
triangle similarity, have been introduced to more precisely quantify user-item distances in complex interaction
spaces [19]. These improvements have resulted in significant improvements across evaluation metrics such as
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE), which have become standard benchmarks in
evaluating the performance of recommendation systems [20]. Building on this evolving landscape, this study
proposes a collaborative filtering model that utilizes cosine similarity as its core similarity metric, while
incorporating novel explorations into temporal granularity.

This study investigates how varying the time intervals of historical user-item interactions, comparing two-
week, one-month, and two-year periods, impact the system's predictive accuracy and computational efficiency.
This addresses a critical gap in the CF literature, where the dynamics of temporal behavior are often overlooked.
Furthermore, the proposed method introduces a dictionary-based data transformation strategy that restructures the
user-item matrix to improve training efficiency and memory optimization [21]. This framework is validated using
the H&M Personalized Fashion Recommendation Dataset, a real-world benchmark that represents the scale,
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scarcity, and complexity of modern fashion retail data. Through this empirical analysis, this study aims to
contribute, both theoretically and practically, to the development of a high-performance and scalable
recommendation system tailored to the demands of the digital fashion retail environment.

2. RESEARCH METHODS

In this study, the H&M Personalized Fashion data from Kaggle Data Science was analyzed using the Python
programming language. The collaborative filtering method used in this study is expected to provide good
recommendations based on user preferences.

2.1. Data collection

The data collection used was obtained from Kaggle from the well-known fashion company H&M with the title
H&M Personalized Fashion Recommendation data, shown in Table 1. The loaded data is divided into 3 tables,
namely, user, article, and transaction tables. The user data has seven attributes, with a total of 1,371,980 users.
Avrticle data has 25 attributes, where each type of item is divided by fabric type, type, and color with a total of
105,542 data items. Transaction data has five attributes with a total of 31,788,324 transactions, with a data time
interval starting from September 20, 2018 to September 20, 2020 [22].

Table 1. H&M Fashion Recommendation Sample Data

t_dat customer_id article_id price sales_channel_id

2018- 000058a12d5b43e67d225668fa1f8d618cl 06637130 0,0508 2
09-20 3dc232df0cad8ffe7ad4a1091e318 01 30508

2018- 000058a12d5b43e67d225668fa1f8d618c1l 05415180 0,0304 2
09-20 3dc232df0cad8ffe7ad4a1091e318 23 91525

2018- 00007d2de826758h65a93dd24ce629ed66 05052210 0,0152 2
09-20 842531df6699338c5570910a014cc2 04 37288

2018- 00007d2de826758h65a93dd24ce629ed66 06856870 0,0169 2
09-20 842531df6699338c5570910a014cc2 03 32203

2018- 00007d2de826758h65a93dd24ce629ed66 06856870 0,0169 2
09-20 842531df6699338¢5570910a014cc2 04 32203

2018- 00007d2de826758h65a93dd24ce629ed66 06856870 0,0169 2
09-20 842531df6699338¢5570910a014cc2 01 32203

2018- 00007d2de826758h65a93dd24ce629ed66 05052210 0,0203 2
09-20 842531df6699338¢5570910a014cc2 01 22034

2018- 00083cda041544b2fbb0e0d2905ad17da7 06888730 0,0304 1
09-20 ¢f1007526fb4c73235dccbbc132280 12 91525

2018- 00083cda041544b2fbb0e0d2905ad17da7 05013230 0,0533 1
09-20 cf1007526fb4c73235dccbbc132280 11 72881

2018- 00083cda041544b2fbb0e0d2905ad17da7 05988590 0,0457 2
09-20 cf1007526fb4c73235dccbbc132280 03 45763

2.2. Pre-Processing

Pre-processing is a process in recommendation systems aimed at improving the quality and usability of raw
data obtained from sources. This process is carried out with the aim of aligning and refining data so that it can be
used more effectively and efficiently by the recommendation method. At this stage, the raw data is processed and
modified, resulting in a more structured dataset ready for use as input by the recommendation algorithm. Pre-
processing in recommendation systems uses less memory, speeds up the training process, and can produce more
accurate and relevant recommendations for users. The pre-processing steps for user, article, and transaction data
before use are as follows.

a) Perform clustering to analyze customer data with a focus on the age variable;

b) Segmenting data based on established clusters, more detailed analysis of age-related patterns and trends
in user demographics;

¢) Perform unique data checks;
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d) Calculate by iteration of each unique data;

e) Add enumerate data to the transaction table;

f) Change the data type on t_dat (date time) and article id (string);

g) Check the date limit at the oldest and newest time;

h) Transforming dataFrame into dictionary, to lighten memory and speed up the training process.

2.3. Recommendation System

Recommendation Systemhave a vital role in enhancing user experience across various online platforms, and
these systems can be broadly categorized into non-personalized and personalized systems.[23]. Non-personalized
recommendation systems adopt a universal approach by providing the same recommendations to all users,
regardless of their preferences or behavior.[24] These systems often rely on general trends, overall popularity, or
straightforward criteria to generate recommendations. Non-personalized systems are suitable for scenarios that
require a broad, general approach, such as offering popular products to a diverse user base. These systems operate
independently of user-specific data, making them easier to implement. Personalized recommendation systems, on
the other hand, take a more individualized approach, tailoring recommendations to each user based on their unique
preferences, behavior, and interaction history.[25]These systems dynamically adjust recommendations as users
interact with the platform, learning from their feedback and evolving to reflect changing preferences. Personalized
systems rely on a wealth of user data, including purchase history, browsing behavior, ratings, and explicit
preferences. The adaptability and precision of personalized systems make them particularly effective in contexts
that prioritize differentiated and tailored user experiences, such as e-commerce platforms, streaming services, or
social media.

2.4. Collaborative Filtering

Collaborative filtering is an algorithm used in recommendation systems to provide personalized suggestions
to users based on the preferences and behavior of similar individuals.[26]. The basic concept behind collaborative
filtering is the assumption that users agree or align with their preferences, as illustrated in Figure 2. There are two
main types of collaborative filtering: user-based collaborative filtering (UBCF) and item-based collaborative
filtering (IBCF). In user-based collaborative filtering, recommendations are made by identifying users with similar
tastes and preferences. On the other hand, item-based collaborative filtering recommends items based on their
similarity to items the user has interacted with.[27].

COLLABORATIVE FILTERING CONTENT-BASED FILTERING
O Read by user

\ I Similar articles

Recommended
to user

Read by both users

Read by her,
recommended to him!

Figure 2. Illustration of Collaborative Filtering [28]

Collaborative filteringrelies on a user-item interaction matrix, which captures the interaction history and
ratings users give to items. While effective in providing personalized recommendations, it also faces challenges
such as scalability issues with increasing numbers of users and items, sparse data issues, and issues when handling
new or unrated items.[29]Collaborative filtering uses system interactions and data collected from other users to
generate product feature recommendations based on user preferences. For example, if a user is searching for a
watch, the system should suggest the watches the user likes most.[6]. These methods are divided into memory-
based and model-based methods, where memory-based methods exploit the preferences of a group of like-minded
users to generate recommendations that are likely to be of interest to target users. Since similarity calculations
(between users or items) are an important component in memory-based methods, many similarity measures have
been designed.[10]. Due to its high accuracy, it plays an important role based on a user item rating matrix created
by statistically collecting user historical rating logs, with each entry representing the user's actual rating value for
the corresponding web service.[30]. The collaborative filtering recommendation algorithm for making
recommendations has several method steps used, as follows.
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a) For user, it will search for similar users;(u)

b) For example, the 10 users most similar to and with their nearest neighbors;u v’

¢) Search for the most popular items on neighboring users similar to u and items(i);

d) Then it will check for items that are popular in user/customer groups that are similar to , anduuWhichno
transaction has been made, items that have not been purchased will be recommended to you.u.

2.5. Similarity Collaborative Filtering

The calculation of the similarity value of user-based collaborative filtering is explained in Equations (1)-(3)
as follows.

U= {uj, Uy Usz, oo . Uy} 1)
V = {vy,05, V3 oo U} (2
C ={cq,Cp,C3, wn e Ci} )

Based on user, based on item, and based on contextual attributes. Each row represents a user, and the column
representing the item is the rating value based on the user's context.nmk[13]. The calculation of the product
similarity value for each user is compared using collaborative filtering which has a similarity value between 0 and
1. Cosine similarity is a measure used in collaborative filtering to determine the similarity between two vectors to
find similar users or items and how often in user-item interactions. The higher the cosine similarity value, the
more similar the users or items are considered.[31]. This similarity measure is useful when dealing with sparse
data, where users only rate or interact with a subset of items. In collaborative filtering, cosine similarity is applied
to measure the similarity between users or items based on their preferences or behavior. The cosine similarity
equation formula to determine the degree of similarity of both user 1 (A) and user 2 (B) between two vectors A
and B, based on Equation (4), is as follows.

A*xB

cos(A,B) = TR 4)

Yk AiBi

2
gl a2 (3, b

In this approach, the collaborative filtering recommendation algorithm for calculating similarity has several
algorithms from the methods used, as follows.
Input :User rating data; User context data; User needs recommendations;(ua)
Output:List of items recommended to users;Nua
Start
a) Step 1: Create a similarity matrix based on users;
b) Step 2: Create a context similarity matrix based on users, calculate the context similarity value between
two users;
c) Step 3: Create an integrated similarity matrix;
d) Step 4: Build a CF model based on the integrated similarity matrix;
e) Step 5: Identify a list of similar items for users who need a recommendation list;
f) Step 6: Recommend N user items based on the highest similarity value;
End

2.6. Evaluation of Mean Average Precision (MAP)

Evaluation to calculate the performance of the recommendation system used on personalized H&M fashion
data, namely, mean average precision (MAP), where each class and value are calculated to obtain the average
precision with an interval of 0-1.[32]. These evaluation steps involve several stages, such as determining the
relevance of each item or recommendation. Next, precision is calculated at , where is the number of
recommendations evaluated for each user. Precision measures the extent to which the recommendations provided
match the user's preferences. After that, average precision (AP) is calculated for each user by averaging the
precision values at each position where relevant items are found in the recommendation list. KK K[33]. AP provides
an overview of the quality of recommendations at the individual user level. Finally, mean average precision (MAP)
is calculated by averaging the AP values across all evaluated users. MAP provides an average measure of how
well a recommendation system is able to provide relevant recommendations across different user contexts. The
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advantage of MAP lies in its ability to consider the order of recommendations, providing a more accurate picture
of the system's overall performance. MAP indicates the extent to which a recommendation system is able to
provide relevant and high-quality results.[34]. The MAP formula in equation (5) is as follows.

1
min(m,12)

MAP @12 = ;XU (5)

o B (k) « rel(k)

Where the number 12 is the number of recommendations calculated based on 12 recommendation items for
the user. is the number of users, is the precision at cut-off is the number of predictions per user, is the number of
relevant ground truth values per user, and is an indicator function equal to 1 if the item at rank k is a relevant
(correct) label, zero otherwise.UP (k)k, nmrel(k)

3. RESULTS AND DISCUSSION

In the results and discussion section, a fashion system recommendation process is carried out for each user
based on transaction history. The data used is obtained from Kaggle from the H&M fashion company, divided
into users, articles, and transactions. With a data time interval starting from September 20, 2018 to September 20,
2020. The recommended results can predict up to 12 article id labels, which are predictions of items that users
will purchase in the next seven days. The experiment was carried out in three stages, as follows; The first
experiment is described in Table 2., using a time interval of the last two weeks of transactions used for train data
in predicting fashion recommendations to users for the next seven days, the results of the experiment in predicting
items per user. The second experiment is described in Table 3., carried out by adding a time interval in the last one
month of transactions used for train data and also adding up the number of similar users, namely the total number
of users to be determined to have a high similarity value and the results of the experiment. Then, for the final
experiment, described in Table 4., with a time interval of two years, all transaction data is used for training, using
a dictionary variable type to improve performance and shorten the training phase of the recommendation results.
The recommendation result table (Tables 2., 3., and 4.) shows two main columns; customer_id and prediction,
where each entry in the prediction column provides a list of recommended item ids for the user id that matches a
particular customer_id. The presence of the same prediction data on the same customer id also indicates that the
recommendation system provides a series of similar or even the same products for several users. This phenomenon
can be caused by similar preferences, shopping behavior between users and similar profiles or close preferences,
thus receiving similar recommendations.

Table 2. Recommendation Results with a Two-Week Time Interval from the Last Transaction

customer_id prediction
0751471001 0915529003 0918292001
00000dbacae5abe5e23885899al1fa44253a17956¢6d1c3 0915526001 0751471043 0706016001
d25f88aal39fdfc657 0898694001 0863595006 0448509014

0896152002 0714790020 0918522001
0751471001 0915529003 0918292001
0000423b00ade91418cceaf3b26c6af3dd342b51fd051e 0915526001 0751471043 0706016001

ec9c12fh36984420fa 0898694001 0863595006 0448509014
0896152002 0714790020 0918522001
0751471001 0915529003 0918292001
000058a12d5b43e67d225668fa1f8d618c13dc232df0ca 0915526001 0751471043 0706016001

dsffe7ad4al091e318 0898694001 0863595006 0448509014
0896152002 0714790020 0918522001
0751471001 0915529003 0918292001
00005calc9ed5f5146b52ac8639a40ca9d57aeff4d1bd2 0915526001 0751471043 0706016001

c5feblcabdff07c43e 0898694001 0863595006 0448509014
0896152002 0714790020 0918522001
0751471001 0915529003 0918292001
00006413d8573cd20ed7128e53b7h13819fe5¢cfc2d801f 0915526001 0751471043 0706016001

e7fc0f26dd8d65a85a 0898694001 0863595006 0448509014
0896152002 0714790020 0918522001

15



Journal of Applied Informatics Research Vol. 01 No. 01 (2025) pp. 10~20

Table 3. Recommendation Results with One Month Time Interval from the Last Transaction

customer_id prediction

0751471001 0915529003 0918292001 0915526001
0751471043 0706016001 0898694001 0863595006
0448509014 0896152002 0714790020 0918522001

00008469a21b50b3d147c97135e25b
4201a8c58997f78782a0cc706645e14493

0751471001 0915529003 0918292001 0915526001
0751471043 0706016001 0898694001 0863595006
0448509014 0896152002 0714790020 0918522001

0000945f66de1a11d9447609b8b41blbc
987bal85a5496ae8831e8493afa24ff

0751471001 0915529003 0918292001 0915526001
0751471043 0706016001 0898694001 0863595006
0448509014 0896152002 0714790020 0918522001

000097d91384a0c14893c09ed047a963c4fc6
a5c021044eec603b323e8c82d1d

0751471001 0915529003 0918292001 0915526001
0751471043 0706016001 0898694001 0863595006
0448509014 0896152002 0714790020 0918522001

00009c2aeae8761f738e4f937d9be6b49861
a66339c2bl1c3blcc6e322729a370

0751471001 0915529003 0918292001 0915526001
0751471043 0706016001 0898694001 0863595006
0448509014 0896152002 0714790020 0918522001

00009d946eec3eab4adds5ba56d5210e
a898def4b46c68570cf0096d962cacc75

Table 3., presents the results of the first experiment, which utilized transaction data from the past two weeks
to generate personalized fashion recommendations for H&M users. The model was tasked with predicting users'
purchases over the next seven days, resulting in 12 recommended items per user. The model achieved a Mean
Average Precision (MAP) score of 0.00943, indicating a moderate level of recommendation accuracy in a short-
term temporal context. In contrast, Table 2., reports the results of the second experiment, in which the training
dataset was expanded to include transactions from the previous month, increasing the temporal window from two
weeks to one month. As in the first experiment, the model generated 12 personalized item recommendations for
each user to predict purchasing behavior over the next seven days. However, the MAP score decreased to 0.00554,
indicating that the inclusion of a broader, but potentially more heterogeneous, dataset did not improve
performance. These results imply that while expanding the temporal scope introduces additional data, it may also
introduce noise or dilute the strength of recent behavioral signals, thereby reducing the accuracy of short-term
recommendations.

Table 4. Recommendation Results with an Overall Time Interval of Two Years from the Last Transaction
customer_id prediction

0568601043 0568601006 0859416011 0656719005
0745232001 0795440001 0785710001 0607642008
0568601006 0568597006 0706016001 0562245001
0794321007 0852643003 0852643001 0858883002
00005 8312ds}"‘;’g%ﬁigi:fgzllfidfgl8C13 de232df0c | 1777808007 0351484002 0723529001 0851400006
0750424014 0794321011 0852643004 0685813001
00005calc9ed5f5146b52ac8639a40ca9d57aeff4d1bd2 | 0448509014 0573085028 0706016001 0751471001
c5feblca5dff07c43e 0673677002 0715624001 0706016003 0158340001
0706016002 0579541001 0372860002 0372860001
00006413d8573¢d20ed7128e53b7b13819fe5cfc2d801 | 0896152002 0791587015 0730683050 0927530004
fe7fc0f26dd8d65a85a 0818320001 0589440005 0896152001 0791587001
0706016001 0927530006 0732206001 0589440002
0448509014 0573085028 0706016001 0751471001
0673677002 0715624001 0706016003 0158340001
0706016002 0579541001 0372860002 0372860001

00000dbacae5abe5e23885899al1fa44253a17956¢6d1c
3d25f88aal39fdfc657

000064249685c11552da43ef22a5030f35a147f723d5b
02ddd9fd22452b1f5a6

Table 4., presents the results of the third experiment, which leveraged complete transaction history over a two-
year period to improve recommendation accuracy while minimizing training time through data structure
optimization. This approach was designed to predict user purchases over the next seven days by generating 12
personalized fashion item recommendations for each H&M user. The model achieved a MAP score of 0.02284,
the highest among all experimental configurations. Compared to previous experiments with shorter time intervals,
these results demonstrate the effectiveness of incorporating long-term user interaction data in capturing stable
behavioral patterns and improving predictive performance. Furthermore, despite the significantly larger training
dataset, the computation time of 2741.7 seconds remained within an acceptable range, outperforming the one-
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month model in terms of accuracy and efficiency. This performance improvement is due to the use of an optimized
dictionary-based data structure, which reduces computational overhead during training. These findings
demonstrate that collaborative filtering models benefit from richer temporal data when properly optimized,
resulting in higher recommendation accuracy without compromising system scalability.

Table 5. Comparison Results of MAP Recommendation System

Algorithms MAP Time (s)
Collaborative Filtering (2 weeks) 0.00913 1,609.2
Collaborative Filtering (1 month) 0.00554 3,118.9
Collaborative Filtering (2 years) 0.02284 2,741.7

Table 5., presents a comparative evaluation of collaborative filtering algorithms across different temporal
training intervals, with the goal of predicting short-term purchasing behavior in the H&M fashion dataset. The
results indicate that the choice of time interval plays a crucial role in determining the performance of the
recommendation system, as reflected by the Mean Average Precision (MAP) metric. Among the three
configurations, the model trained using a two-year interval achieved the highest MAP score of 0.02284,
outperforming the two-week (0.00913) and one-month (0.00554) interval models. This finding suggests that a
longer historical data window allows the model to better capture stable and recurring user-item interaction
patterns, thus improving its ability to provide relevant recommendations. Notably, the one-month interval, despite
offering broader data coverage than the two-week interval, yiclded the lowest MAP value, suggesting that
intermediate time frames may be less concise for capturing short-term preferences and less broad for identifying
long-term behavioral trends. In terms of computational efficiency, the two-week interval model completed training
in 1609.2 seconds, while the one-month and two-year models required 3118.9 and 2741.7 seconds, respectively.
Although the two-year interval involves a larger dataset, the model benefits from an optimized data structure using
dictionary-based transformations, which improves access speed and reduces memory overhead, thus maintaining
a reasonable training time. This demonstrates that increasing historical data volume does not necessarily lead to a
proportional increase in computational costs, especially when the data pipeline is efficiently engineered.
Furthermore, the superior MAP score achieved by the two-year model in forecasting the next seven-day
purchasing period emphasizes the predictive power of long-term transactional data in fashion e-commerce.
Despite the temporal distance between the training and prediction periods, historical purchasing behavior still
provides significant insights into future preferences. These findings highlight the importance of temporal
granularity in collaborative filtering systems and confirm that expanding the temporal scope of training data when
supported by computational optimization can lead to improved recommendation accuracy and scalable model
performance.

4. CONCLUSION

This study evaluates the performance of a collaborative filtering-based recommendation system on the H&M
personalized fashion dataset using different temporal training intervals. The results show that the model trained
with two years of transaction history achieved the highest accuracy, with a Mean Average Precision (MAP) score
of 0.02284 and a computation time of 2741.7 seconds. In contrast, a two-week interval yielded a lower MAP score
of 0.00915, despite having the fastest computation time of 1609.2 seconds. Specifically, expanding the training
interval to one month resulted in a decrease in the MAP score of 0.00554 and the longest computation time of
3118.9 seconds. These findings highlight the importance of choosing the right temporal granularity in the training
data, as longer historical intervals provide richer behavioral patterns that improve recommendation accuracy.
Furthermore, the optimized data transformation technique used in this study using a dictionary-based structure
enables efficient model training even with large-scale data. Overall, the proposed approach demonstrates that
collaborative filtering, when combined with an expanded user interaction history and efficient data processing,
can generate accurate and scalable personalized mode recommendations according to user preferences.
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