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Abstrak  
 

This research is based on the increasing use of artificial intelligence in the criminal 

justice system through predictive justice, while Indonesia has not yet established 
clear legal regulations. The purpose of this study is to analyze the regulation of 

predictive justice in criminal risk assessment in Indonesia and the Netherlands and 

to examine the juridical challenges of its integration into the Indonesian criminal 
justice system. This research applies normative legal research using statutory and 

comparative approaches. The analysis is conducted prescriptively and comparatively 
by examining primary and secondary legal materials. The findings show that the 

Netherlands has implemented predictive justice in a structured manner as a decision 
support tool for criminal risk assessment, whereas Indonesia remains at an early 

stage without explicit legal regulation. The study also identifies key juridical 
challenges, including risks to the presumption of innocence, issues of algorithmic 

transparency and accountability, and personal data protection. This research 

concludes that predictive justice should function only as a support tool for judges 
and must not replace judicial reasoning or evidentiary processes. The study 

recommends the formulation of specific regulations that ensure due process of law 
and human oversight in the use of predictive justice in Indonesia. 

 

Kata kunci:Predictive justice, Artificial intelligence, Criminal risk assessment. 

 
 

A. PENDAHULUAN 

Artificial Intelligence (AI) atau dalam bahasa Indonesia disebut kecerdasan 

buatan, merupakan bagian dari ilmu komputer dan teknologi yang dirancang untuk 

membuat mesin atau sistem komputer mampu menjalankan tugas-tugas yang umumnya 

hanya bisa dilakukan oleh manusia. Tugas-tugas ini mencakup kemampuan untuk belajar, 

berpikir logis, menyelesaikan masalah, memahami bahasa, mengenali lingkungan sekitar, 

mengambil keputusan, hingga berkreasi. AI bekerja dengan meniru cara kerja otak 

manusia dan dapat terus berkembang melalui pembelajaran dari data dan pengalaman, 

sehingga kinerjanya menjadi semakin baik dari waktu ke waktu (Stryker and Kavlakoglu 

2024). 
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John McCarthy, Bapak AI, berpendapat (teneo.ai 2025) : "Artificial Intelligence is 

the science and engineering of making intelligent machines, especially intelligent 

computer programs." yang jika diterjemahkan: “AI adalah ilmu dan rekayasa untuk 

membuat mesin yang cerdas, khususnya program komputer yang cerdas” 

Elaine Rich yang juga ahli dalam AI berpendapat lain, yaitu (Datasciencearth 

2025) : "Artificial Intelligence is the study of how to make computers do things at which, 

at the moment, people are better." yang jika diterjemahkan: “AI adalah studi tentang 

bagaimana membuat komputer melakukan hal-hal yang saat ini lebih baik dilakukan oleh 

manusia” 

Awal mula perkembangan AI bisa dilihat dalam karya Alan Turing yaitu konsep 

Uji Turing. Sebuah metode pengujian yang dirancang untuk menilai apakah suatu mesin 

mampu meniru perilaku manusia sedemikian rupa hingga tidak dapat dibedakan dari 

manusia itu sendiri. Tes ini menjadi fondasi penting dalam perkembangan awal AI (Aici-

umg 2024). Pada tahun 1956, sekelompok ilmuwan komputer dan peneliti terkemuka 

seperti Allen Newell, Herbert Simon, Marvin Minsky, Oliver Selfridge, dan John 

McCarthy mengadakan konferensi bersejarah di Dartmouth College. Pertemuan ini 

kemudian dikenal sebagai momen kelahiran AI sebagai sebuah disiplin akademik. 

Dengan semangat dan optimisme yang tinggi, para ilmuwan tersebut meyakini bahwa 

dalam beberapa dekade mereka akan mampu menciptakan mesin yang dapat berpikir dan 

belajar layaknya manusia. Namun, perjalanan mewujudkan visi tersebut ternyata jauh 

lebih kompleks dan penuh tantangan dibandingkan dengan ekspektasi awal mereka (Aici-

umg 2024; Sidabutar and Horasman Perdemunta Munthe 2022). Era kebangkitan AI 

dimulai pada tahun 1990-an yang di mana, AI di dalam komputer Deep Blue milik IBM 

berhasil menjatuhkan Garry Kasparov yang merupakan juara catur dunia. Kemenangan 

AI di pertandingan catur tersebut menjadi fondasi bahwa mesin buatan manusia bisa 

mengalahkan manusia dalam permainan strategi yang rumit. Dilanjut beberapa tahun, 

kemunculan internet mengguncang perkembangan AI. Dengan berbagai sumber 

informasi tersedia, para peneliti dan ilmuwan bisa memanfaatkan data besar tersebut 

untuk membuat algoritma AI yang mutakhir. Perkembangan AI saat ini bisa dibilang 

sangat pesat. Dalam beberapa tahun ke depan, diperkirakan teknologi ini akan semakin 

mudah ditemui dalam kehidupan sehari-hari, baik di rumah, tempat kerja, dunia usaha, 

maupun ruang publik. AI perlahan tapi pasti mulai masuk ke berbagai aspek kehidupan 

manusia. Kita juga bisa melihat bagaimana pemerintah dan masyarakat umum mulai 

memanfaatkan AI, khususnya dalam hal keamanan. Contohnya, sistem kamera pengawas 

di bandara-bandara besar atau di pusat kota kini banyak yang sudah menggunakan 

teknologi pengenalan wajah berbasis AI (Walters and Novak 2021). 

Di kehidupan sehari-hari, AI juga hadir lewat berbagai perangkat “pintar” yang 

memudahkan aktivitas kita. Misalnya, asisten virtual di ponsel seperti Google Assistant 

atau Siri, fitur face unlock, kamera CCTV yang bisa mengenali gerakan atau wajah, 

hingga aplikasi seperti Google Maps yang bisa memprediksi kondisi lalu lintas. Dalam 

dunia belanja online, AI digunakan untuk memberikan rekomendasi produk yang sesuai 

dengan minat pengguna (Pakpahan 2021). Di bidang transportasi, mobil keluaran terbaru 

juga sudah mulai dilengkapi fitur seperti parkir otomatis atau sistem pengereman darurat 

berbasis AI. Tidak hanya itu, teknologi AI juga semakin luas penggunaannya di sektor 
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lain seperti industri robotika, teknologi informasi, kesehatan, pemerintahan, sampai 

pendidikan.  

Dalam satu dekade terakhir, perkembangan AI telah membawa perubahan besar 

dalam dunia robotika, mengubah robot dari sistem otomasi sederhana menjadi entitas 

cerdas yang mampu belajar dari pengalaman, beradaptasi terhadap situasi tak terduga, 

dan membuat keputusan mandiri. Pertumbuhan ini tercermin dari lonjakan nilai pasar 

global AI yang meningkat dari sekitar 260 miliar dolar pada 2016 menjadi sekitar 3 

triliun dolar pada 2024 (Sun, Zafar, and Hasan 2022), sekaligus menegaskan peran 

penting AI dalam meningkatkan kemampuan robotik modern (Karabegović et al. 2024). 

Kajian dari berbagai sumber antara 2014 hingga 2025 menunjukkan penerapan AI di 

sektor kesehatan, manufaktur, transportasi, dan pertanian (Dave and Kavathiya 2023; 

Sutikno 2024).  

Di sektor pendidikan, AI mulai diterapkan di berbagai sistem pembelajaran. 

Teknologi AI memiliki potensi besar untuk meningkatkan efektivitas guru dan kualitas 

pembelajaran di tingkat pendidikan K–12 melalui pembelajaran yang dipersonalisasi, 

pemberian umpan balik secara langsung, serta peningkatan efisiensi dalam manajemen 

kelas dan administrasi. Berbagai kajian literatur dan penelitian konseptual menunjukkan 

bahwa AI dapat “secara signifikan memperbaiki praktik pengajaran dan pengalaman 

belajar siswa” (Arrington et al. 2025) dengan membantu guru merancang jalur belajar 

yang disesuaikan dengan kebutuhan individu serta memanfaatkan data untuk 

pengambilan keputusan yang lebih tepat (Nasser 2024). Aplikasi AI juga dinilai efektif 

dalam perencanaan Pelajaran (Rian Novita 2025), penyampaian instruksi yang 

dipersonalisasi (Um et al. 2024), serta pemberian dukungan belajar secara real-time 

kepada siswa (Soni, Agrawal, and Agrawal 2025). 

Masuk ke ranah hukum, Sistem AI kini semakin canggih dalam menjalankan 

analisis sentimen terhadap dokumen hukum secara otomatis. Salah satu contoh yang 

menonjol adalah "ROSS", sebuah platform riset hukum berbasis AI yang dikenal luas. 

Platform ini menggunakan teknologi Natural Language Processing (NLP) untuk 

menganalisis dan memahami sumber hukum yang kompleks. Kemudian, sistem ini akan 

bekerja berdampingan dengan para praktisi hukum untuk memfasilitasi pencarian kasus 

secara cepat, referensi terhadap undang-undang yang relevan, serta keputusan-keputusan 

hukum sebelumnya (Zakir et al. 2024). Dan juga sebagai contoh lain, Estonia telah 

membangun sistem peradilan elektronik yang memungkinkan pemrosesan perkara 

perdata ringan dilakukan secara otomatis oleh AI yang berperan sebagai hakim 

(Lesmana, Pebrianto, and Erfina 2024). 

Di Indonesia, pemerintah sudah beberapa kali menggunakan teknologi mutakhir 

untuk penegakan hukum. Contohnya yaitu, e-Court dan e-Litigation yang diluncurkan 

oleh Mahkamah Agung (MA). Selain itu, MA juga mengeluarkan lima aplikasi yang 

menggunakan AI sebagai basisnya. Aplikasi tersebut yaitu, Court Live Streaming, Satu 

Jari, Lentera 2.0, Smart Majelis, e-IPLANS (Potensi Pemanfaatan Teknologi Artificial 

Intelligence Sebagai Produk Lembaga Peradilan Pidana di Indonesia). Tidak hanya 

aplikasi, Dalam laporan tahunan Mahkamah Agung (MA) tahun 2023 yang 

dipresentasikan pada Februari 2024, Muhammad Syarifuddin mengungkapkan bahwa 

MA tengah menyiapkan pengembangan teknologi kecerdasan buatan (AI) berupa 

Decision Support System (DSS). Teknologi ini ditujukan untuk membantu para hakim 
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dengan memberikan peringatan atau informasi ketika ditemukan kemiripan antara satu 

perkara dengan perkara lainnya. Langkah ini diharapkan dapat menekan perbedaan atau 

ketimpangan dalam putusan pengadilan. Rencananya, aplikasi tersebut akan mulai diuji 

coba pada bulan September 2024 (Wicaksono 2025). Penerapan kecerdasan buatan (AI) 

dalam sistem peradilan Indonesia melalui inisiatif seperti e-Court, e-Litigation, Smart 

Majelis, serta pengembangan Decision Support System (DSS) oleh Mahkamah Agung 

(MA) menandai langkah strategis menuju era digitalisasi dan modernisasi lembaga 

hukum di Tanah Air. Pemanfaatan teknologi ini membawa beragam manfaat yang 

signifikan. Penerapan AI terbukti mampu meningkatkan efisiensi serta mempercepat 

proses peradilan, baik pada tahap administratif maupun dalam penanganan perkara. 

Contohnya, sistem e-Court berhasil memangkas rantai birokrasi dan menekan biaya 

operasional secara substansial (Paudel 2023). 

Meskipun begitu, Penggunaan kecerdasan buatan (AI) dalam sistem peradilan 

menghadirkan risiko etis dan operasional yang signifikan, sehingga memerlukan 

kerangka regulasi yang hati-hati dan komprehensif. Berbagai studi menyoroti tantangan 

krusial terkait hal ini, Jelena Vujicic mengungkapkan bahwa bias algoritmik dapat 

memperkuat prasangka institusional dengan belajar dari dataset hukum yang secara 

historis sudah bias (JD 2025). Yulia Razmetaeva menekankan keterbatasan mendasar AI 

dalam memahami nuansa moral dan konteks kemanusiaan yang penting bagi penalaran 

hukum (Razmetaeva 2024). D. Byelov memperingatkan potensi pelanggaran kerahasiaan 

data serta ketidakadilan algoritmik (Byelov and Bielova 2023). Sementara itu, Tri 

Suhendra Arbani menegaskan pentingnya menjaga pengawasan manusia agar sistem 

teknologi tidak melemahkan prinsip-prinsip dasar keadilan (Arbani 2025). 

Dengan berbagai terobosan-terobosan baru dari MA tentang penggunaan 

teknologi AI dalam peradilan, pastinya ada unsur predictive justice. AI mulai dilirik 

sebagai alat bantu dalam sistem peradilan dengan bentuk predictive justice, yaitu upaya 

untuk memprediksi hasil putusan hakim dengan bantuan teknologi (Walters and Novak 

2021). Mengutip dari artikel Marinews MA, predictive justice atau Keadilan prediktif 

dalam konteks peradilan mengacu pada penerapan algoritma serta teknologi berbasis AI 

untuk memperkirakan kemungkinan hasil suatu perkara hukum. Proses ini dilakukan 

dengan menganalisis berbagai data historis yang berkaitan dengan kasus serupa, sehingga 

sistem mampu memberikan gambaran prediktif tentang keputusan yang mungkin diambil 

oleh pengadilan. Pemanfaatan teknologi prediktif dalam dunia peradilan mencakup 

berbagai penerapan yang luas. Teknologi ini dapat digunakan untuk menilai tingkat risiko 

residivisme sebagai dasar dalam menentukan keputusan pembebasan bersyarat, 

memperkirakan kemungkinan hasil suatu proses litigasi guna menyusun strategi hukum 

yang lebih efektif, hingga melakukan analisis terhadap yurisprudensi guna membantu 

hakim dalam mengambil keputusan yang lebih objektif dan konsisten berdasarkan pola 

hukum yang telah terbentuk sebelumnya. Teknologi tersebut memanfaatkan kombinasi 

antara metode machine learning, pemrosesan bahasa alami (natural language 

processing), serta teknik analisis statistik untuk menemukan pola-pola yang tersembunyi 

dalam putusan-putusan pengadilan terdahulu. Pola-pola ini kemudian digunakan sebagai 

dasar dalam menghasilkan prediksi mengenai kemungkinan hasil keputusan pada kasus 

yang sedang atau akan diproses, sehingga membantu dalam memahami kecenderungan 

yudisial secara lebih sistematis dan berbasis data. Pada tahun 2017, Katz, Bommarito, 
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dan Blackman melakukan penelitian yang menunjukkan bahwa AI, terutama melalui 

teknik machine learning dan predictive analytics, telah digunakan untuk menganalisis 

jutaan perkara hukum guna memperkirakan hasil litigasi dengan tingkat akurasi yang 

tinggi. Penerapan teknologi ini terbukti membantu mengurangi ambiguitas serta 

mempercepat proses pengambilan keputusan di lingkungan peradilan (Martin Katz, 

Bommarito, and Blackman 2017). 

Teknologi semacam ini sudah mulai dimanfaatkan dalam praktik hukum di 

beberapa wilayah negara hukum, salah satu contohnya yaitu di Amerika, adanya 

implementasi predictive policing oleh kepolisian kota Chicago dan Los Angeles 

(Lesmana et al. 2024). Sementara itu, penelitian yang dilakukan oleh Velicogna dan 

koleganya pada tahun 2020 mengungkapkan bahwa penerapan AI dalam sistem 

pengadilan di Eropa memberikan kontribusi positif terhadap peningkatan akses keadilan, 

khususnya bagi kelompok masyarakat yang memiliki keterbatasan ekonomi (Maskanah 

2025; Velicogna et al. 2020). Di Belanda, menggunakan Historisch, Klinisch, en Tijdelijk 

- Risicotaxatie (HKT-R) yaitu merupakan instrumen penilaian risiko struktural dalam 

sistem peradilan pidana Belanda yang digunakan untuk memprediksi kemungkinan 

residivisme, khususnya delik kekerasan, dengan membagi faktor risiko menjadi tiga 

domain utama, yaitu Historisch, Klinisch, dan Tijdelijk (Expertisecentrum Forensische 

Psychiatrie n.d.). 

Pengalaman negara-negara yang lebih dahulu menerapkan predictive justice 

menunjukkan bahwa penggunaan teknologi prediktif dalam peradilan memunculkan 

tantangan yuridis yang nyata. Di Amerika Serikat, penggunaan alat penilaian risiko 

seperti COMPAS memicu kritik serius terkait prinsip due process dan equal protection. 

Dalam perkara State v. Loomis 2016, Mahkamah Agung Wisconsin menilai bahwa 

penggunaan skor risiko berbasis algoritma berpotensi melanggar hak terdakwa karena 

mekanisme penilaian tidak sepenuhnya dapat diuji dan dijelaskan di persidangan (Anon 

n.d.-b). Terdakwa tidak memiliki akses terhadap logika algoritma karena dilindungi 

sebagai rahasia dagang. Kondisi ini menimbulkan persoalan akuntabilitas yudisial karena 

hakim menggunakan informasi yang tidak sepenuhnya transparan. Kritik serupa 

disampaikan oleh Angwin dkk. 2016 yang menunjukkan adanya bias rasial tidak 

langsung dalam hasil prediksi COMPAS akibat penggunaan data historis penegakan 

hukum yang timpang (Angwin et al. 2016). Di Prancis, tantangan yuridis predictive 

justice berkaitan langsung dengan perlindungan independensi hakim. Melalui Law No. 

2019-222 tentang reformasi peradilan, Prancis secara tegas melarang penggunaan data 

identitas hakim dalam sistem analisis putusan berbasis AI. Larangan ini muncul karena 

negara menilai bahwa pemetaan kecenderungan putusan hakim dapat mengarah pada 

profiling yudisial dan menekan kebebasan hakim dalam menilai perkara konkret. Dewan 

Konstitusi Prancis menegaskan bahwa hakim harus bebas dari tekanan statistik maupun 

prediksi berbasis data dalam menjalankan fungsi yudisial (Anon n.d.-a). Di tingkat Uni 

Eropa, tantangan utama predictive justice terletak pada pelindungan data pribadi dan 

larangan pengambilan keputusan otomatis. European Union Artificial Intelligence Act 

2024 mengklasifikasikan sistem AI yang digunakan dalam peradilan pidana sebagai high-

risk AI systems (European Union 2024). Regulasi ini mewajibkan adanya human 

oversight, transparansi, serta pelarangan keputusan yang sepenuhnya otomatis tanpa 

keterlibatan manusia. Prinsip serupa juga ditegaskan dalam Pasal 22 General Data 
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Protection Regulation GDPR yang memberikan hak kepada individu untuk tidak tunduk 

pada keputusan hukum yang sepenuhnya didasarkan pada pemrosesan otomatis 

(European Union 2016). Tantangan yuridis di sini terletak pada penentuan batas tegas 

antara bantuan teknologi dan kewenangan yudisial hakim. 

Melihat pesatnya perkembangan AI di bidang hukum, khususnya dalam konsep 

predictive justice, muncul kebutuhan untuk menelaah bagaimana penerapannya dapat 

disesuaikan dengan sistem hukum Indonesia. Beberapa negara yang ada di Eropa dan 

Amerika Serikat telah lebih dahulu menggunakannya dalam predictive justice, sementara 

Indonesia baru mulai mengarah ke tahap tersebut melalui inovasi peradilan menggunakan 

AI. Namun, penerapannya menimbulkan tantangan yuridis. Oleh karena itu, penelitian ini 

berfokus pada perbandingan pengaturan predictive justice antara Indonesia dan Belanda 

dalam hal penilaian risiko kriminal serta analisis terhadap tantangan yuridis dalam 

pengintegrasiannya ke sistem peradilan Indonesia. 

 

B. METODE PENELITIAN 

Penelitian ini menggunakan penelitian hukum normatif sebagaimana 

dikemukakan oleh Peter Mahmud Marzuki. Penelitian ini menelaah norma hukum yang 

mengatur penggunaan predictive justice dalam sistem peradilan pidana. Objek kajian 

meliputi peraturan perundang-undangan, doktrin hukum, serta putusan pengadilan yang 

relevan di Indonesia dan Belanda. Pendekatan yang digunakan adalah pendekatan 

peraturan perundang-undangan dan pendekatan perbandingan hukum. Bahan hukum 

dikumpulkan melalui studi kepustakaan yang mencakup buku, jurnal ilmiah, hasil 

penelitian, serta dokumen hukum terkait kecerdasan buatan dan sistem peradilan pidana. 

Analisis bahan hukum dilakukan secara preskriptif dan komparatif untuk merumuskan 

rekomendasi pengaturan predictive justice yang selaras dengan prinsip due process of law 

dan dapat diterapkan dalam sistem peradilan pidana Indonesia. 

 

C. HASIL DAN PEMBAHASAN 

1.1. Pengaturan Predictive Justice dalam Penilaian Risiko Kriminal di Belanda 

dan Indonesia 

1.1.1. Kerangka Predictive Justice dalam Sistem Peradilan Pidana Belanda 

Belanda merupakan negara dengan sistem hukum yang sama dengan Indonesia 

yaitu Civil Law. Namun perbedaan perkembangan hukum yang menjadi salah satu 

alasan mengapa Belanda digunakan sebagai perbandingan dengan sistem hukum di 

Indonesia di penelitian ini. Di Belanda, laman berita Hukum Online memberitakan 

bahwa Belanda menghadapi penurunan jumlah narapidana dari 50.650 pada 2005 

menjadi 30.380 pada 2022, sehingga banyak penjara kekurangan penghuni dan 

sedikitnya 19 fasilitas telah ditutup serta dialihfungsikan menjadi bangunan sosial 

seperti sekolah dan pusat pengungsi, dan pemerintah berencana menutup lima 

penjara lagi karena angka kejahatan turun, hukuman lebih pendek, serta penggunaan 

pemantauan elektronik dan program rehabilitasi sebagai alternatif penjara (Fachri 

2024). 

Belanda layak dijadikan objek kajian karena negara ini telah mengembangkan 

sistem penilaian risiko kriminal yang terstruktur dan berlandaskan praktik 

profesional dalam peradilan pidana, salah satunya melalui instrumen HKT-R. HKT-
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R (Historisch, Klinisch, Toekomst – Revisie) merupakan instrumen penilaian risiko 

kekerasan terstruktur yang digunakan secara luas di Belanda, khususnya dalam 

psikiatri forensik untuk memprediksi kemungkinan recidive kekerasan pada pasien 

forensik. Dikembangkan sebagai revisi dari HKT-30 pada 2010-an, alat ini 

menggabungkan pendekatan aktuarial, klinis, dan struktural profesional untuk 

mendukung keputusan klinis terkait pengawasan, perawatan, dan verlof pasien. 

Instrumen ini terdiri dari 33 indikator yang dibagi menjadi tiga domain utama dan 

dinilai pada skala 5 poin (0-4, dari risiko sangat rendah hingga tinggi).(Bogaerts et 

al. 2018) 

HKT-R mencakup 12 indikator historis yang menilai riwayat hidup pasien 

hingga penangkapan untuk delik index tbs, 14 indikator klinis berdasarkan perilaku 

12 bulan terakhir, serta 7 indikator masa depan yang memproyeksikan risiko pada 

tahap verlof, resosialisasi, atau pembebasan tanpa pengawasan. Setiap indikator 

dinilai secara individual untuk menghasilkan total skor dan penilaian akhir klinis 

yang memandu manajemen risiko serta evaluasi pengobatan. Instrumen ini 

digunakan oleh profesional di bidang forensik seperti psikiater, psikolog, 

sociotherapeuten, spesialis keperawatan, dan perawat yang menangani pasien dengan 

pengawasan forensik, terutama di institusi GGZ dan forensik Belanda. Pelatihan 

diperlukan untuk karyawan yang sudah terlatih pada alat risicotaxatie serupa, dan 

HKT-R juga berfungsi sebagai alat evaluasi pengobatan multidisiplin yang dapat 

dibahas bersama pasien melalui aplikasi self-score. HKT-R diterapkan pada pasien 

forensik klinis selama pengobatan TBS (teritorial bewindvoering strafrecht), 

termasuk evaluasi berkala untuk mengukur perubahan risiko, penentuan verlof, 

penempatan ulang, atau pembebasan bersyarat/tanpa syarat. Alat ini tidak cocok 

untuk pelaku kejahatan seksual terhadap anak di bawah umur (pria/wanita) dan 

divalidasi untuk pelaku kekerasan pria dengan kerentanan psikotik. Selain 

risicotaxatie, HKT-R mendukung risicomanagement dan monitoring progres 

pengobatan (Bogaerts et al. 2018). Secara institusional, HKT-R didasarkan pada 

kerangka forensik psikiatri Belanda, dikembangkan oleh peneliti seperti Marinus 

Spreen et al. pada 2013 sebagai revisi dari HKT-30 untuk meningkatkan validitas 

prediktif dan reliabilitas antar-penilai. Instrumen ini diintegrasikan dalam pedoman 

Dienst Justitiële Inrichtingen (DJI) dan klinik forensik seperti Dr. Van Mesdag 

Kliniek, dengan dasar hukum pada Undang-Undang Perawatan Kejahatan 

(Penitentiaire Maatregelen) yang mewajibkan asesmen risiko untuk TBS. 

Validitasnya didukung penelitian yang menunjukkan reliabilitas baik pada domain 

historis/klinis dan akurasi prediksi recidive, terutama untuk diagnosis umum 

(Bogaerts et al. 2018). 

Dalam hukum pidana Belanda, HKT-R mendukung prinsip predictive justice di 

ranah pidana khusus (maatregelen), di mana hakim memutuskan TBS berdasarkan 

risiko masyarakat, bukan hanya sanksi pidana. Instrumen ini memastikan penilaian 

berbasis bukti ilmiah, selaras dengan standar Eropa seperti EU AI Act dalam konteks 

risiko algoritmik, meski HKT-R tetap semi-struktured (gabungan skor kuantitatif dan 

judgment klinis) untuk menghormati presumption of innocence pasca-penahanan. 

Praktiknya memengaruhi keputusan pengadilan tentang durasi TBS, dengan skor 

tinggi merekomendasikan pengawasan ketat (Bogaerts et al. 2018). 
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Berikut merupakan 3 komponen yang digunakan dalam HKT-R, yaitu: 

1. Komponen Historisch 

Komponen Historisch mencakup 12 indikator statis yang menilai riwayat 

tindak pidana dan pola perilaku masa lalu, seperti usia saat delik pertama, frekuensi 

dan severitas kekerasan sebelumnya, serta faktor disposisi (misalnya, kegagalan 

pengawasan sebelumnya). Setiap indikator dinilai pada skala 0-4 berdasarkan bukti 

arsip (register pidana, laporan korban), dengan skor tinggi menandakan pola kronis 

yang sulit diubah. Komponen ini bersifat prediktif kuat karena faktor historis jarang 

berubah, mendukung prinsip evidence-based dalam hukum pidana khusus. 

2. Komponen Klinisch 

Komponen Klinisch terdiri dari 14 indikator dinamis yang mengevaluasi 

kondisi psikologis terkini, perilaku saat ini, dan faktor personal seperti gejala 

psikopatologi aktif (psikosis, impulsivitas), insight terhadap delik, serta kemampuan 

coping. Penilaian dilakukan melalui observasi klinis, wawancara, dan tes 

psikometrik, dengan penekanan pada perubahan sejak asesmen sebelumnya untuk 

mengukur respons terapi. Dalam konteks pidana, ini memastikan bahwa kondisi 

mental pasien saat ini tidak lagi membahayakan masyarakat, selaras dengan 

presumption of innocence pasca-rehabilitasi. 

3. Komponen Toekomst 

Komponen Toekomst melibatkan 7 indikator prospektif yang memproyeksikan 

risiko masa depan berdasarkan evaluasi lingkungan rencana (misalnya, akomodasi, 

dukungan sosial, supervisi), stabilitas pekerjaan, dan rencana pengobatan pasca-

pembebasan. Penilai profesional mengintegrasikan skor domain sebelumnya dengan 

judgment klinis untuk menyimpulkan risiko keseluruhan (rendah/sedang/tinggi), 

yang menjadi dasar rekomendasi hakim. Pendekatan ini menjembatani data masa 

lalu/kini dengan proyeksi, memengaruhi keputusan pidana seperti syarat pembebasan 

bersyarat dalam sistem TBS. 

Dengan penjelasan teknis tersebut, HKT-R merupakan asesmen yang bersifat 

structured professional judgment. Bukan keputusan otomatis. Dengan asesmen ini, 

bisa menjadi alat bantu hakim dalam menentukan pelaku residivisme. Teori 

pengulangan tindak pidana, teori hukum preventif, dan teori kekuasaan kehakiman 

dalam Bab II membentuk dasar konseptual untuk memahami fungsi HKT-R dalam 

sistem peradilan pidana.  

Teori pengulangan tindak pidana menjelaskan bahwa residivisme muncul 

karena pola perilaku kriminal yang berulang dan dapat diidentifikasi melalui riwayat 

kejahatan, kondisi psikologis, dan lingkungan sosial pelaku. Fokus ini sejalan dengan 

HKT-R yang menilai faktor historis, klinis, dan masa depan untuk memperkirakan 

kemungkinan pengulangan tindak pidana.  

Teori hukum preventif memandang hukum sebagai alat pencegahan melalui 

deteksi dini dan intervensi awal berbasis risiko. HKT-R menjalankan fungsi ini 

dengan menyediakan informasi terstruktur agar aparat dapat menetapkan 

pengawasan, perawatan, atau pembatasan secara proporsional sebelum kejahatan 

kembali terjadi.  

Teori kekuasaan kehakiman menegaskan bahwa kewenangan memutus tetap 

berada pada hakim yang independen. Algoritma dan pendapat ahli dalam HKT-R 



 
P-ISSN: 2656-....X, E-ISSN: 2656-5... 

                                                                                                   Indonesian Journal of Contemporary Law 
 

9 
 

hanya berperan sebagai alat bantu. Hakim menilai dan menentukan bobotnya secara 

kritis. Dengan kerangka ini, HKT-R mendukung pencegahan residivisme tanpa 

menggeser kekuasaan kehakiman. 

 

1.1.2. Pengaturan Predictive Justice dan Penilaian Risiko Kriminal di Indonesia 

Indonesia saat ini belum memiliki aturan khusus yang secara langsung 

mengatur penggunaan predictive justice dalam penilaian risiko kriminal. Namun 

terlihat lewat Undang-Undang Nomor 27 Tahun 2022 tentang Pelindungan Data 

Pribadi meskipun tidak secara eksplisit. Aturan ini menjadi relevan karena setiap 

bentuk predictive justice selalu bergantung pada pemrosesan data pribadi. Penilaian 

risiko kriminal membutuhkan informasi seperti riwayat kejahatan, kondisi 

psikologis, latar belakang sosial, sampai perkiraan perilaku seseorang. Semua itu 

termasuk data pribadi yang berada di bawah perlindungan hukum. 

Pasal 34 ayat (1) mewajibkan Pengendali Data Pribadi melakukan penilaian 

dampak Pelindungan Data Pribadi apabila pemrosesan data memiliki potensi risiko 

tinggi terhadap Subjek Data Pribadi. Ketentuan ini relevan dengan predictive justice 

karena penilaian risiko kriminal secara langsung memengaruhi hak dan posisi hukum 

seseorang. 

Pasal 34 ayat (2) memberikan kriteria pemrosesan data yang dikategorikan 

berisiko tinggi. Beberapa huruf dalam pasal ini secara substantif mencerminkan 

karakteristik penilaian risiko kriminal. Huruf a mengatur pengambilan keputusan 

secara otomatis yang menimbulkan akibat hukum atau dampak signifikan bagi 

Subjek Data Pribadi. Ketentuan ini mencakup penggunaan sistem prediktif dalam 

menentukan perlakuan hukum terhadap individu. 

Huruf d mengatur pemrosesan data untuk kegiatan evaluasi, penskoran, atau 

pemantauan secara sistematis terhadap Subjek Data Pribadi. Penilaian risiko kriminal 

pada dasarnya merupakan kegiatan evaluasi dan penskoran berbasis data. Dengan 

demikian, praktik penilaian risiko kriminal dapat ditempatkan dalam kerangka 

pemrosesan data berisiko tinggi menurut UU PDP. 

Huruf b juga relevan karena penilaian risiko kriminal hampir selalu melibatkan 

data pribadi yang bersifat spesifik, termasuk catatan kejahatan dan kondisi 

psikologis. UU PDP secara tegas mengkategorikan catatan kejahatan sebagai data 

pribadi spesifik. Konsekuensinya, pemrosesan data tersebut harus memenuhi standar 

perlindungan yang lebih ketat. 

Melalui Pasal 34 ayat (2), UU PDP memberikan batas normatif terhadap 

penggunaan teknologi prediktif dalam sistem peradilan pidana. Negara 

diperbolehkan memproses data untuk kepentingan penegakan hukum, tetapi wajib 

melakukan penilaian dampak dan menjamin perlindungan hak Subjek Data Pribadi. 

Ketentuan ini menunjukkan bahwa predictive justice di Indonesia tidak berada dalam 

ruang hukum yang kosong. 

Pasal 34 ayat 2 UU Pelindungan Data Pribadi menegaskan bahwa pemrosesan 

data pribadi harus dilakukan secara sah, terbatas, spesifik, dan memiliki tujuan yang 

jelas. Ketentuan ini bisa menjadi dasar hukum bagi penggunaan penilaian risiko 

kriminal dalam proses peradilan. Dalam praktik predictive justice, tujuan pemrosesan 

data dibatasi hanya untuk kepentingan penegakan hukum, pencegahan residivisme, 
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dan perlindungan masyarakat. Aparat penegak hukum tidak bisa mengolah data 

begitu saja tanpa dasar yang kuat dan tujuan yang terukur. Aturan ini pada akhirnya 

berperan sebagai batas agar penggunaan penilaian risiko tidak melebihi kewenangan 

negara. 

Situasinya berbeda dengan Belanda, yang sudah memiliki instrumen teknis 

seperti HKT-R. Instrumen tersebut adalah alat penilaian risiko kriminal yang 

terstruktur, memiliki indikator yang jelas, metodologi yang baku, dan digunakan 

secara konsisten oleh tenaga profesional forensik dalam sistem peradilan. HKT-R 

juga sudah menjadi bagian dari proses pertimbangan hakim, terutama dalam konteks 

TBS. Indonesia belum memiliki alat nasional yang setara. Penilaian risiko kriminal 

di sini belum terikat pada satu instrumen resmi dan belum memiliki standar indikator 

yang seragam. 

Di antara perbandingan Indonesia dan Belanda, praktik Amerika Serikat 

melalui penggunaan COMPAS menjadi referensi penting. COMPAS digunakan 

untuk menilai risiko residivisme dengan menghasilkan skor numerik berbasis 

algoritma aktuarial. Instrumen ini memanfaatkan data historis dan sosial untuk 

mengklasifikasikan individu ke dalam kategori risiko. Namun, COMPAS menuai 

kritik karena potensi bias, kurangnya transparansi algoritmik, serta kecenderungan 

menggeser penilaian manusia. Pengalaman Amerika Serikat menunjukkan bahwa 

penilaian risiko kriminal yang terlalu bergantung pada algoritma berisiko 

menimbulkan ketidakadilan struktural. 

Pelajaran dari COMPAS mempertegas perbedaan pendekatan antara HKT-R 

dan model penilaian risiko berbasis algoritma murni. HKT-R menggabungkan data 

dan penilaian profesional manusia, sedangkan COMPAS menitikberatkan pada skor 

kuantitatif. Dalam konteks Indonesia, pendekatan HKT-R lebih selaras dengan teori 

kekuasaan kehakiman dan prinsip kehati-hatian dalam penggunaan predictive justice. 

Undang-Undang Pelindungan Data Pribadi memperkuat posisi ini dengan 

menegaskan bahwa pemrosesan data harus dapat dipertanggungjawabkan dan tidak 

bersifat otomatis tanpa kendali manusia. 

Perbedaan utama Indonesia dengan Belanda dan Amerika Serikat terletak pada 

tingkat kepastian hukum dan kematangan regulasi. Belanda telah melembagakan 

HKT-R sebagai instrumen resmi. Amerika Serikat telah menggunakan COMPAS 

meskipun menghadapi kritik serius. Indonesia baru menyediakan kerangka 

pembatasan melalui Undang-Undang Pelindungan Data Pribadi. Kerangka ini 

bersifat preventif dan defensif. Ia mencegah penyalahgunaan data, tetapi belum 

menyediakan pedoman teknis penilaian risiko kriminal yang terstandar. 

Dalam hal perlindungan hak individu, Indonesia dan Belanda sebenarnya 

mengejar tujuan yang sama, meski jalurnya berbeda. HKT-R membatasi risiko 

otomatisasi dengan menggabungkan skor kuantitatif dan penilaian profesional. 

Indonesia mengandalkan prinsip pelindungan data pribadi sebagai pagar utama. 

Pendekatan ini memang dapat mencegah penyalahgunaan data, tetapi belum 

menyediakan kerangka teknis yang komprehensif untuk penilaian risiko kriminal. 

UU Pelindungan Data Pribadi lebih berperan sebagai batas etis dan yuridis daripada 

panduan operasional. 
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Kerangka tersebut menunjukkan bahwa predictive justice di Indonesia hanya 

bisa ditempatkan sebagai alat bantu pengambilan keputusan. Pemrosesan data pribadi 

tetap harus berada di bawah kendali manusia dengan prinsip akuntabilitas yang jelas. 

Hakim tetap menjadi pengambil keputusan akhir, sementara algoritma atau hasil 

penilaian risiko tidak memiliki kekuatan untuk menggantikan pertimbangan yuridis. 

Posisi ini sejalan dengan prinsip kekuasaan kehakiman yang menolak pergeseran 

kewenangan dari manusia ke sistem otomatis. 

Perbandingan dengan HKT-R memperlihatkan bahwa Indonesia sebenarnya 

sudah memiliki dasar hukum awal, tetapi belum memiliki instrumen penilaian risiko 

kriminal yang terstruktur. Belanda sudah menerapkan prinsip predictive justice 

secara konkret melalui HKT-R, sementara Indonesia baru sebatas menyediakan 

batasan lewat UU Pelindungan Data Pribadi. 

 

1.2. Tantangan Yuridis Integrasi Predictive Justice di Indonesia 

1.2.1. Tantangan Dasar Hukum Eksplisit 

Saat ini, Indonesia belum memiliki pengaturan khusus yang secara tegas 

mengatur penggunaan predictive justice dalam sistem peradilan pidana. Kondisi ini 

menciptakan ketidakpastian hukum bagi hakim dan aparat penegak hukum ketika 

memanfaatkan hasil penilaian risiko kriminal berbasis teknologi. Tanpa dasar hukum 

yang jelas, penggunaan predictive justice berisiko dianggap melampaui kewenangan 

atau bertentangan dengan asas legalitas. 

Asas legalitas menuntut setiap tindakan negara yang berdampak pada hak 

individu memiliki dasar hukum yang tegas dan dapat diuji (Fitri et al. 2024). 

Predictive justice secara langsung memengaruhi posisi hukum seseorang. Contohnya 

terlihat dalam penentuan penahanan, pembebasan bersyarat, atau intensitas 

pengawasan. Ketika penilaian risiko digunakan tanpa landasan eksplisit, keputusan 

tersebut berpotensi dipandang sebagai diskresi yang tidak terkontrol dan sulit 

dipertanggungjawabkan secara yuridis. 

Undang-Undang Pelindungan Data Pribadi memang menyediakan kerangka 

pembatasan terkait pemrosesan data pribadi. Namun, undang-undang ini tidak 

mengatur bagaimana hasil penilaian risiko kriminal digunakan dalam pertimbangan 

hakim. Regulasi tersebut fokus pada tata cara pengumpulan, pengolahan, dan 

perlindungan data. UU PDP tidak menjawab posisi normatif predictive justice dalam 

proses pengambilan keputusan peradilan. Akibatnya, predictive justice berada di 

wilayah abu-abu. Sah secara teknis, tetapi lemah secara yuridis. 

Kondisi ini berdampak langsung pada praktik peradilan. Hakim membutuhkan 

legitimasi normatif ketika merujuk pada hasil penilaian risiko dalam putusan. Tanpa 

pedoman resmi, setiap hakim akan menafsirkan sendiri fungsi dan bobot predictive 

justice. Perbedaan penafsiran ini berisiko menimbulkan inkonsistensi putusan dan 

ketimpangan perlakuan antarperkara. Situasi tersebut bertentangan dengan prinsip 

kepastian hukum dan kesetaraan di hadapan hukum. 

Oleh karena itu, pembentukan dasar hukum khusus menjadi kebutuhan 

mendesak. Dasar hukum ini tidak harus berbentuk undang-undang baru. Pedoman 

Mahkamah Agung, SEMA (Surat Edaran Mahkamah Agung), atau Peraturan 

Pemerintah sudah memadai sebagai langkah awal. Regulasi tersebut perlu 
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menegaskan bahwa predictive justice berfungsi sebagai alat bantu pertimbangan 

hakim. 

 

1.2.2. Tantangan Perlindungan Hak Asasi dan Hak Terdakwa 

Penggunaan penilaian risiko kriminal berbasis prediksi memunculkan 

tantangan yang cukup serius terhadap perlindungan hak asasi manusia, terutama 

terkait asas praduga tidak bersalah. Pendekatan yang menilai kemungkinan perilaku 

di masa depan berpotensi menggeser fokus peradilan pidana dari perbuatan nyata 

yang telah terbukti menuju dugaan atas tindakan yang belum tentu terjadi. Kondisi 

ini berbahaya karena membuka peluang bagi negara memperlakukan seseorang 

seolah telah bersalah sebelum proses pembuktian berlangsung di persidangan. Dalam 

sistem hukum pidana Indonesia, kesalahan hanya dapat ditetapkan melalui 

mekanisme pembuktian yang sah, terbuka, dan dapat diuji (Rozi 2019). Karena itu, 

penilaian risiko tidak dapat menggantikan alat bukti, tidak dapat berdiri sebagai dasar 

tunggal, dan tidak boleh dijadikan fondasi utama dalam menentukan bersalah atau 

tidaknya terdakwa. 

Teori kekuasaan kehakiman memberikan dasar normatif yang jelas untuk 

menetapkan batas penggunaan predictive justice. Kewenangan mengadili berada 

sepenuhnya pada hakim yang independen, dan tidak dapat dialihkan kepada sistem 

teknologi apa pun. Setiap putusan harus lahir dari penilaian yuridis hakim terhadap 

fakta persidangan, alat bukti, dan norma yang berlaku (Holle, Adam, and Lewerissa 

2025). Hasil prediksi hanya dapat ditempatkan sebagai informasi pendukung, bukan 

sebagai sesuatu yang bersifat mengikat. Prediksi sendiri tidak memiliki bobot 

normatif, tidak dapat diuji layaknya alat bukti, dan tidak memuat 

pertanggungjawaban hukum. Jika prediksi digunakan secara dominan, kewenangan 

mengadili secara substantif berpindah dari hakim kepada sistem, sesuatu yang 

bertentangan dengan prinsip independensi peradilan. 

Dalam kerangka perlindungan hak terdakwa, hakim tetap berkewajiban 

menyusun pertimbangan hukum secara mandiri dan jelas. Hakim harus 

mengemukakan alasan yuridis setiap keputusan tanpa bergantung pada skor risiko 

semata. Pertimbangan tersebut harus dapat dipahami, diuji, dan diawasi melalui 

mekanisme hukum yang tersedia. Dengan menempatkan hasil prediksi hanya sebagai 

informasi tambahan, sistem peradilan mampu menjaga keseimbangan antara 

pemanfaatan teknologi dan perlindungan hak asasi manusia. Pendekatan ini 

memastikan bahwa predictive justice tidak menggeser asas praduga tidak bersalah, 

tidak mengurangi peran pembuktian, dan tidak melemahkan posisi hakim sebagai 

penentu keadilan. 

 

1.2.3. Tantangan Akuntabilitas dan Transparansi Sistem 

Penggunaan sistem prediktif dalam peradilan pidana menghadirkan persoalan 

penting terkait akuntabilitas dan transparansi, terutama karena banyak algoritma 

bekerja secara tertutup layaknya black box. Sistem semacam ini menghasilkan skor 

atau kategori risiko tanpa penjelasan yang dapat ditelusuri secara masuk akal. Situasi 

ini menyulitkan hakim, terdakwa, maupun publik untuk memahami bagaimana suatu 

kesimpulan terbentuk. Dalam ranah peradilan, kondisi tersebut tidak dapat 



 
P-ISSN: 2656-....X, E-ISSN: 2656-5... 

                                                                                                   Indonesian Journal of Contemporary Law 
 

13 
 

dibenarkan karena setiap keputusan yang memengaruhi hak seseorang harus dapat 

dijelaskan secara terbuka dan logis. Ketika algoritma tidak mampu mengungkapkan 

dasar penalarannya, akuntabilitas keputusan juga ikut terpengaruh. 

Hakim memegang kewajiban konstitusional dan yuridis untuk menguraikan 

alasan putusan secara jelas. Undang-Undang Kekuasaan Kehakiman mengharuskan 

setiap putusan memuat argumentasi dan dasar hukum yang dapat 

dipertanggungjawabkan. Kewajiban ini tidak mungkin dipenuhi apabila hakim 

bergantung pada hasil prediksi yang tidak transparan. Skor risiko tidak dapat 

dijadikan dasar putusan karena tidak menjelaskan proses berpikir yang 

melandasinya. Sebab itu, penggunaan sistem prediktif hanya dapat dibenarkan sejauh 

hasilnya dapat diterjemahkan ke dalam pertimbangan hukum yang rasional dan dapat 

diuji. 

Untuk mengatasi persoalan tersebut, sistem prediktif perlu dirancang agar 

hasilnya dapat dipahami dan dipertanggungjawabkan. Model penilaian risiko yang 

digunakan sebaiknya berbasis indikator yang terbuka, memiliki definisi yang jelas, 

dan dapat dipahami oleh hakim. Tiap indikator harus menunjukkan relevansi hukum 

serta hubungan logis dengan tujuan penilaian. Selain itu, sistem perlu menyediakan 

jejak audit dan dokumentasi lengkap. Seluruh data yang digunakan, metode 

pengolahan, hingga alasan pembobotan indikator harus dapat diperiksa. Dengan 

demikian, hakim tetap dapat memenuhi kewajiban memberikan alasan putusan, 

sementara teknologi berfungsi sebagai alat bantu yang transparan dan akuntabel, 

bukan pengganti penalaran yuridis. 

 

1.2.4. Tantangan Pelindungan Data Pribadi 

Penggunaan predictive justice membawa tantangan besar dalam pelindungan 

data pribadi karena seluruh proses penilaian risiko kriminal bergantung pada 

pemrosesan data individu. Undang-Undang Pelindungan Data Pribadi menjadi 

rujukan utama untuk menentukan sejauh mana penggunaan teknologi ini dapat 

dibenarkan. Penilaian risiko melibatkan pemrosesan data spesifik, seperti riwayat 

kejahatan, kondisi psikologis, latar belakang sosial, hingga pola perilaku. 

Karakteristik data tersebut menempatkan penilaian risiko ke dalam kategori 

pemrosesan berisiko tinggi karena dapat menimbulkan konsekuensi hukum maupun 

sosial yang signifikan bagi subjek data. Dengan demikian, predictive justice tidak 

bisa diperlakukan sebagai pemrosesan data biasa. 

UU Pelindungan Data Pribadi mewajibkan pelaksanaan Data Protection 

Impact Assessment (DPIA) ketika pemrosesan data berpotensi menimbulkan risiko 

tinggi terhadap hak subjek data. Kewajiban ini berkaitan langsung dengan penilaian 

risiko kriminal, mengingat hasil pemrosesan dapat memengaruhi keputusan 

mengenai penahanan, pengawasan, atau pembatasan hak lainnya. Setiap penerapan 

predictive justice idealnya disertai DPIA yang jelas, terdokumentasi, dan dapat 

diaudit. DPIA berfungsi untuk mengidentifikasi risiko, menilai proporsionalitas 

pemrosesan, serta menetapkan langkah pengamanan yang diperlukan sebelum sistem 

digunakan dalam proses peradilan (Filal Khair and Sidi Ahyar Wiraguna 2025). 

Prinsip pembatasan tujuan dan minimasi data juga perlu diterapkan dengan 

ketat. Data hanya boleh dikumpulkan dan diproses untuk kepentingan penanganan 
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perkara tertentu, bukan untuk tujuan lain di luar proses peradilan. Aparat penegak 

hukum tidak dibenarkan menggunakan data penilaian risiko untuk kebutuhan 

administratif, profiling umum, atau pemantauan yang tidak terkait dengan proses 

hukum yang sedang berlangsung. Data yang tidak relevan dengan tujuan penilaian 

harus dikeluarkan dari sistem. Dengan penerapan pembatasan tujuan dan minimasi 

data secara konsisten, penggunaan predictive justice dapat tetap berada dalam 

kendali tanpa mengabaikan hak privasi dan martabat subjek data. 

 

1.2.5. Tantangan Kelembagaan dan Kapasitas Aparat 

Penerapan predictive justice menghadapi kendala kelembagaan dan 

keterbatasan kapasitas aparat karena hakim, jaksa, maupun penyidik belum memiliki 

standar yang jelas dalam menggunakan alat prediktif. Sampai sekarang, belum 

tersedia pedoman operasional yang mengatur cara memahami, menilai, dan 

membatasi penggunaan skor risiko dalam proses peradilan pidana. Situasi ini 

membuka ruang terjadinya salah tafsir, terutama ketika skor risiko dianggap sebagai 

ukuran tingkat kesalahan atau kepastian terjadinya pengulangan tindak pidana. 

Padahal, skor tersebut hanya menunjukkan probabilitas statistik yang tidak bisa 

disamakan dengan fakta hukum. Kesalahan dalam membaca fungsi skor dapat 

menghasilkan keputusan yang tidak proporsional dan berpotensi merugikan hak 

terdakwa. 

Untuk mencegah risiko tersebut, dibutuhkan pelatihan khusus yang terstruktur 

bagi aparat penegak hukum. Pelatihan ini perlu menekankan batasan fungsi penilaian 

risiko, cara menafsirkan hasil secara kritis, serta hubungan antara prediksi dan 

pembuktian hukum. Aparat perlu memahami bahwa hasil prediktif tidak bersifat 

determinatif dan tidak dapat menggantikan penilaian yuridis. Selain peningkatan 

kapasitas individual, penggunaan predictive justice juga perlu ditopang oleh kerja tim 

multidisipliner. Psikolog dapat menilai aspek kepribadian dan kondisi mental, 

kriminolog menganalisis pola kejahatan dan kecenderungan residivisme, sementara 

ahli data menjelaskan metodologi dan keterbatasan sistem. Dengan kolaborasi lintas 

disiplin, keputusan yang melibatkan penilaian risiko dapat ditempatkan sebagai 

informasi pendukung, bukan sebagai dasar tunggal dalam proses peradilan. 

 

1.2.6. Tantangan Risiko Bias dan Ketidakadilan Struktural 

Penggunaan predictive justice mengandung risiko bias dan ketidakadilan 

struktural karena sistem prediktif bekerja dengan mengandalkan data historis. Dilihat 

dari penggunaan COMPAS di Amerika Serikat memperlihatkan bahwa algoritma 

penilaian risiko dapat menghasilkan bentuk diskriminasi tidak langsung terhadap 

kelompok tertentu (McNamara 2019). Sistem tersebut dilatih menggunakan data 

penegakan hukum masa lalu yang telah dipengaruhi berbagai ketimpangan sosial, 

seperti perbedaan pola penangkapan, penuntutan, hingga pemidanaan. Dampaknya, 

individu dari kelompok tertentu lebih sering dikategorikan sebagai berisiko tinggi, 

bukan karena tingkat kejahatan yang lebih besar, tetapi karena bias yang sudah 

tertanam dalam data (McNamara 2019). Pengalaman ini menunjukkan bahwa 

algoritma tidak dapat dianggap netral ketika sumber datanya sendiri tidak netral. 
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Data historis tidak pernah benar-benar objektif. Data tersebut merupakan 

cerminan kebijakan penegakan hukum, praktik kelembagaan, serta relasi kuasa yang 

berkembang dalam konteks sosial tertentu. Jika data seperti ini dipakai tanpa koreksi 

kritis, sistem prediktif justru mengulang ketidakadilan lama dalam bentuk baru yang 

tampak ilmiah dan rasional. Dalam konteks Indonesia, risiko ini semakin relevan 

karena data kriminal juga dipengaruhi faktor ekonomi, geografi, serta praktik 

penegakan hukum yang kerap tidak merata. Karena itu, Indonesia perlu menghindari 

model algoritmik yang sepenuhnya bertumpu pada perhitungan statistik. 

Pendekatan yang lebih aman adalah structured professional judgment seperti 

HKT-R. Model ini tidak menyerahkan penilaian sepenuhnya kepada algoritma, 

melainkan menggabungkan indikator terstruktur dengan penilaian profesional 

manusia. Setiap faktor risiko dapat dievaluasi secara terbuka, dijelaskan dengan jelas, 

dan dikoreksi melalui pertimbangan klinis maupun sosial. Dengan cara ini, potensi 

bias dapat diidentifikasi dan dikendalikan secara sadar oleh penilai. Pendekatan 

tersebut selaras dengan kebutuhan Indonesia untuk mencegah ketidakadilan 

struktural, sekaligus memungkinkan penilaian risiko tetap dimanfaatkan sebagai alat 

bantu yang terkendali dan bertanggung jawab. 

 

D. PENUTUP 

Kesimpulan 

Berdasarkan penelitian yang telah penulis lakukan, maka didapatkan dua 

kesimpulan yaitu: 

1. Predictive justice berpotensi memperkuat sistem peradilan pidana Indonesia 

jika ditempatkan sebagai alat bantu hakim, bukan sebagai pengganti pertimbangan 

yuridis. Perbandingan dengan Belanda menunjukkan bahwa penilaian risiko kriminal 

dapat diterapkan secara sah dan terukur apabila didukung instrumen yang terstruktur, 

berbasis bukti ilmiah, dan melibatkan penilaian profesional manusia. Indonesia saat 

ini baru memiliki pagar normatif melalui Undang-Undang Pelindungan Data Pribadi, 

tetapi belum memiliki kerangka operasional penilaian risiko kriminal yang seragam 

dan terintegrasi dalam proses peradilan. 

2. Tantangan utama integrasi predictive justice di Indonesia terletak pada 

ketiadaan dasar hukum eksplisit, risiko pelanggaran asas praduga tidak bersalah, 

serta potensi pergeseran kekuasaan kehakiman ke sistem otomatis. Pengalaman 

negara lain menunjukkan bahwa penggunaan algoritma tanpa kontrol manusia 

berisiko menimbulkan bias dan ketidakadilan struktural. Oleh karena itu, predictive 

justice di Indonesia hanya dapat dibenarkan secara yuridis apabila dikendalikan 

penuh oleh hakim, transparan, dan akuntabel. 

 

Saran 

1. Pembentuk undang-undang perlu menyusun regulasi khusus yang mengatur 

penggunaan predictive justice dalam sistem peradilan pidana. Regulasi ini harus 

menetapkan batas fungsi teknologi sebagai pendukung keputusan, standar penilaian 

risiko kriminal, mekanisme pengawasan, serta kewajiban akuntabilitas hakim dan 

aparat penegak hukum. Mahkamah Agung dan lembaga penegak hukum perlu 

mengembangkan instrumen penilaian risiko kriminal nasional yang bersifat 
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structured professional judgment. Instrumen ini harus melibatkan ahli forensik, 

psikolog, dan kriminolog, serta memastikan bahwa setiap hasil penilaian dapat 

dijelaskan secara rasional di dalam putusan. 

2. Penelitian ini masih memiliki keterbatasan pada ruang lingkup regulasi, 

instrumen teknis penilaian risiko, dan praktik empiris penerapan predictive justice di 

Indonesia. Masih terdapat celah pada analisis dampak jangka panjang terhadap hak 

terdakwa, pola putusan hakim, dan efektivitas pencegahan residivisme. Oleh karena 

itu, penulis akan melanjutkan penelitian ini di kemudian hari dengan fokus pada 

kajian empiris, pengujian model penilaian risiko kriminal, serta evaluasi 

penerapannya dalam praktik peradilan pidana di Indonesia. 
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